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Abstract 
When conducting online research, a researcher has an ethical obligation to safeguard the community and 
community members from any undue risk. In November 2014 David Kalac used an internet message board called 
4Chan to upload pictures of a deceased woman who he had apparently strangled. In this case it was the users 
themselves who took the ethical responsibility to report the crime to the relevant authorities. The above is a clear 
cut case of possible crime that should have been reported by a researcher if they were studying them at the time, 
however other cases can be more problematic. In October 2015 a user on Tumblr named Zamii070 was bullied 
into attempting to commit suicide by members of the Steven Universe online community due to their consensus 
that her fan artwork was not “acceptable”. In a study on the One Direction fandom, fans were seen threatening 
to throw acid in other’s faces over a disagreement over Harry Style’s new haircut. This paper will discuss the 
ethical dilemmas and challenges of researching an online community where there is a potential for harm in the 
real world and a discussion on how to mitigate these circumstances. 
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Introduction 
Internet research is becoming increasingly popular with scholars due to its convenience as a research platform 
and its plethora of hard to access groups. However, academics have lamented the policy gap when it comes to 
research ethics being still in its infancy (Warrell and Jacobsen, 2014, p. 24) and although debates are now 
beginning to stabilize with “certain understandings having become generally accepted” (Whiteman, 2012, p. 2) 
consensus among researchers on how to correctly implement these ethics when conducting internet research is 
still to be reached. Harm to subjects is the ethical focus of this article as although research ethics for academic 
institutions with their own codes of ethics will, and always have stressed that harm to the subject must be as 
minimal as possible it is not always clear how to do this when it comes to internet research. The very definition 
of “harm” when it comes to participants in research has also changed with time to now covering both physical 
and mental forms of harm and so development in the research process is still very much ongoing when it comes 
to ethics. That is not to say that discussions on internet research ethics have not paid attention to the researchers 
need to respond to “unexpected developments during the research process” (Whiteman, 2012, p. 13) but there 
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have not been any clear guidelines to follow in response to these unexpected developments that may cause 
harm to subjects. This has meant that for the most part researchers have been left to try and deal with these 
situations in isolation and without clear guidelines which can be difficult for their own mental health; it is also 
unhelpful bureaucratically for the institutions where the research is being conducted as it becomes harder for 
an institution to approve and conduct studies as the ethics can be changeable with internet research. 
 
This article will argue that ethics for internet research need to be situational rather than monolithic.  Taking a 
universalist or monolithic stance where ethics must never be broken no matter what, the study can be damaging 
for research progress and so ethics should be more malleable and decided on a case to case basis (Goode, 1996; 
Whiteman, 2012; Estalella & Ardevol, 2007). As the arguments for situational ethics have been argued far better 
elsewhere, this article will instead suggest ethical guidelines for a researcher for when their ethical stance may 
change due to coming across an unexpected development that was not foreseen in their original ethical stance. 
This article will also discuss the methodological difficulties of studying bad behaviour online in the context of the 
discipline of fan studies. Current work in the field is beginning to become concerned with the difficulties of how 
to establish whether comments taken from fans within the online communities are from the fans themselves or 
those who just want to bully or “troll”. This is important to discuss as it can create a situation where the 
researcher is representing bad behaviour from outside of the community as coming from within it, leading to 
biased and potentially incorrect data. The purpose of this article is to specifically discuss the research of trolling 
and bullying in particular, rather than grand scale internet research and will do so by suggesting a simple 
guideline which researchers can follow if they come across a bullying scenario in their research. The guideline 
includes 7 points which details behaviour that can occur in a bullying event that may require their attention 
ethically and then gives examples of how to combat these issues. There will be reference to the case of Zamii070 
in the Steven Universe fan community and the ethical considerations emerging from such a case.   
 
Discussions on Ethics so far 
In Kozinets Netnography (2010) and in his previous works (2002; 2006) and in Whiteman’s Undoing Ethics (2012) 
they describe the main arguments that have occurred when it comes to establishing research ethics in internet 
studies: privacy of data and legality, whether data collected is from human subjects and participation vs. 
concealment. Although these have been well argued by researchers over the years this researcher has found 
there to be a lack of emphasis in each of these debates surrounding the concept of harm. Often the onus is on 
the researcher to avoid these issues rather than being reactive in cases where these issues become a problem; 
Schrag (2011) attributes to social science research in the U.S in particular being “rife with misconceptions, 
inconsistencies in decision making, and mission creep in the oversight by IRBs” which echoes other complaints 
that increasing bureaucracy by institutions have limited research (Wiles et al., 2010, p. 2; Whiteman, 2012, p. 8) 
with the main arguments detailed as follows. 
 
Privacy  
The concept of what is public and what is private when it comes to internet research is a difficult issue and quite 
rightly has been debated vigorously by academics according to Kozinets (2010, p. 140). The concept of what is 
public and private has certainly changed in debate and many practices in early internet research argued that the 
internet was merely text (Kozinets, 2010, p. 141) and so did not require an ethical stance at all as it could 
potentially be read by anyone; As the way people have used the internet has changed however, websites or 
forums that require membership has meant that only members can see or exchange messages which has brought 
forth questions on whether this would allow people a “degree” of privacy (Bryman, 2012, p. 681). For Hewson 
et al. (2003), comments posted online are in the public domain and there is an expectation by the commenter 
that it will be read and so there is no need for informed consent. However, many commentators do not even 
think about the implication of their words being used for research purposes especially by those outside of their 
internet community and can sometimes react angrily to this (Kozinets, 2010, p. 141). For Zimmer (2010) on social 
media sites in particular, the commentator has an expectation that their comments will only be read contextually 
for the directed audience i.e. other users and not for research purposes which would then suggest that ethically 
speaking these comments although online are actually private. Although there are pros and cons for each 
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argument it is realised that there is not a clearly recognizable binary that clearly distinguishes the public and 
private in this type of research (AOIR, 2012, p. 7). Though anonymity is often preferred in research it can be very 
difficult for researchers to keep the data confidential as even anonymised data could contain identifiable 
information such as origin of the computer generated message and personal information (Bryman, 2012, p. 680; 
Stewart and Williams, 2005; AOIR, 2012, p. 7). This is caused by the fact that unlike in more traditional data 
collection such as questionnaires or interviews where the data is seen and held by the researcher only, data 
found online can potentially be seen by everybody.   
 
Criminality should also be considered when researching certain comments. For the UK in particular there have 
been a spate of investigations by police of hateful comments online such as arrests following threats of rape 
directed towards Caroline Criado-Perez (BBC News, 2013). As well as this in the United States, an investigation 
and arrest was made when a girl convinced her boyfriend to commit suicide via text (Metro, 2016). When 
conducting research online unfortunately a researcher may have to investigate abusive comments in general and 
also that directed at other users and this can create an ethical problem when it comes to privacy depending on 
the laws where the researcher is located, and which website the abuse is occurring on. There is a lack of literature 
with advice for these situations which is why a possible guideline for this is provided later in this paper.  
 
Human Subjects 
Rimm (1995) is a now infamous study on pornographic material on Usenet which had clear ethical violations 
when it came to its subjects, suggesting that “those who blocked access to their files might be child molesters; 
and the suggestion in a resulting grant application that the research might assist in the prosecution of users in 
helping to ‘identify and prosecute Rimm’s research subjects’” (Whiteman, 2012, p. 7). Due to information being 
obtained by lurking and access to non-public computers Rimm did not consider the real life impact on his 
subjects. This is not to say that researchers and institutions have still wilfully ignored human subjects within 
internet research; it is easy to classify working with human subjects in a face to face interview but when a 
researcher is looking at what someone has written over a computer screen it is a little more difficult. The AOIR 
released an ethics guide for internet research in 2002 and updated it in 2012 and address this very issue stating 
that “human subject has never been a good fit for describing many internet based environments” (2012, p. 6), 
especially as lots of studies on the internet never speak to the participants in real time when it comes to research 
such as qualitative analysis of forum comments. With internet research in particular it is difficult to control the 
environment of research as opposed to face to face interviews or focus groups and so it makes it even more 
likely that ethical quandaries will occur; in a face to face interview a researcher knows exactly who they are 
talking to whereas the internet gives a user the opportunity not only for anonymity but also to create a fake 
persona. This means that in the online environment the subject may not even know who is bullying them which 
can cause more paranoia and emotional distress and means that it is harder for a researcher to proceed when 
dealing with this bullying; in a face-to-face scenario such as research in a school a researcher could identify the 
subjects involved and get them each the help they need to tackle the bullying. This means that it is harder to 
implement ethics to deal with this behaviour and a prime example of why ethics need to be applied on a 
situational basis in online research.  
 
Susannah Stern is a classic example of where research ethics did not go far enough to protect human subjects. 
In her study examining personal websites of young people (2004) she was advised by her institution that her 
study did not involve human subjects and so an ethical review was not required. During her research she came 
across websites that indicated that one of the young owners wanted to kill themselves, due to the advice of the 
ethics board she did not follow up on the owner of the comments and sometime after the adolescent did indeed 
commit suicide (Whiteman, 2012, p. 40). If this research had been conducted with the adolescents face to face 
there would have been an ethical responsibility to follow up on this subject in danger of harming themselves, 
though of course this may still have not prevented suicide in any case but would have at least provided extra 
support. 
 
Participation 
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How much of a participant the researcher becomes in conducting internet research can be ethically and 
sometimes methodologically problematic. In fan studies there has been much discussion on this issue with Matt 
Hills creating the category of Scholar Fan (or Aca-fan) to describe academics who wear their fandom in public 
(Hills, 2002) in that the academic is studying a fandom in which they have a personal interest. Although this can 
be useful in terms of already being familiar with the nuances of the community being studied and can be helpful 
in terms of gaining access to the community it means that some fans “go into the research process with the aim 
of legitimating and representing their own communities (Duffett, 2013, p. 263) and for Henry Jenkins “writing as 
a fan means as well that I feel a high degree of responsibility and accountability to the groups being discussed” 
(Jenkins, 1992, p. 7). This means there is a very real danger of the researcher “over-identifying with the setting 
and, in so doing, losing their research perspective” (Whiteman, 2012, p. 112).  
 
However there are ethical problems too with “lurking”, a term that refers to total non-participation in an online 
research situation and recording data without the participants being aware. In a discussion with a colleague, 
Whiteman compared this way of research to the act of spying in the offline world as offline researching in this 
way would often require taken a covert or deceptive position (Whiteman, 2012, pp. 109-112). For Whiteman it 
made her reflect on what it meant to be specifically an academic lurker, rather than a lurker for non-academic 
activities in “that the interests of researcher and researched are not the same.” (Whiteman, 2012, p. 118). 
 
There are also methodological problems that relate back to ethics when it comes to researching internet groups 
when trolling and harm are concerned. A researcher should be careful not to represent members of an online 
community as bullying other members if in fact the trolls are not members of the fandom at all but merely posing 
as such as in some cases it is not obvious. Currently there are few methodological guidelines on this and it seems 
that most researchers are just told to use a “common sense” approach, but what may seem like the correct 
method to one researcher may not be the same for another leading to discrepancies between studies.  
 
#BlackStormTrooper 
On November 28th 2014 the first trailer for the upcoming Star Wars: The Force Awakens debuted and within a 
few hours began trending on the social media platform Twitter. However there was great distress when media 
outlets began to report that #BlackStormTrooper was trending and how the majority of tweets were from fans 
who were being racist about the black actor John Boyega, who plays a Stormtrooper in the movie. In a study 
using discourse analysis by William Proctor however it seems that many of these tweets sent under the 
#BlackStormTrooper hashtag were actually condemning racism (though some of those were condemning it using 
violent language) and that many were actually questioning the canonicity of having a black male as a 
Stormtrooper as these soldiers in canon are supposedly clones of one man, Jango Fett (Proctor, forthcoming). 
Proctor discusses that from the few instances that he discovered that were racist in content directed to the actor 
he was unable to be sure whether they were a troll or an actual member of the Star Wars fandom due to the use 
of online pseudonyms. Therefore this researcher argues that it would be incorrect and unethical to state that 
Star Wars is a racist fandom or even that it is suffering from a racism problem because methodologically, in this 
study at least, it cannot be proven that these people come from the fandom community, or, indeed, if they even 
exist at all, at least on the hashtag in question. 
 
Other incidents which occur due to the anonymity of the internet make not only internet research sometimes 
more difficult than offline research but can also make internet research ethics harder too. In October 2012 a 
tweet seemingly coming from the verified Twitter account Entertainment Weekly announced that popular music 
star Justin Bieber was suffering from cancer spurred the trending of the hashtag #BaldforBieber; it was later 
revealed to be a hoax perpetrated by online message board 4Chan (MashableUK, p. 2012). What makes this case 
difficult for a researcher is that it is unclear whether anyone actually fell for the prank which encouraged Bieber 
fans to shave their head in solidarity with him as several of the pictures and videos of those going bald are photo-
shopped and edited. As well as this in a study of One Direction Fans there were tweets from supposed fans of 
the boy band who were threatening to throw acid in the face of the editor of GQ for a supposed slight towards 
the band and suggestion of other violent behaviour, most notably because one fan did not agree with the opinion 
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of another on the haircut of one of the band members, Harry Styles (Proctor, 2016; Jones, 2016). Once again it 
can make it difficult for researchers to know whether the abuse is coming from actual members of the 
community and also makes it difficult to safeguard those in the community in which they are studying as it can 
be difficult to know whether these threats are serious and which will lead to real life crime.  
 
Often researchers have been left with little advice on how to deal with threats to users and often have to resort 
to simply doing nothing due to the methodological challenges and the lack of help from ethics boards or 
institutions. Although some incidents of trolling do not seem to actively hurt other users other times online 
bullying has affected the offline lives of those involved. 
  
Social Media Studies  
It is not just trolling by others that can cause emotional distress to a participant but also the action of the 
researchers themselves as in the case of research carried out on users of Facebook. In 2012 a study was carried 
out on users which used post manipulation (hiding or promoting of certain posts) to examine the effect of 
emotion contagions – how emotions can be affected and filtered by social media use (Kramer et al., 2012). 
However there was a huge backlash to this from the users with many arguing that even though they had given 
their consent to be research participants as part of Facebook’s terms and conditions they still believed they had 
not given informed consent. As well as this many of the groups targeted in the research were considered 
vulnerable. The publishers of the piece, PNAS, released this statement in response to the public backlash against 
the research clarifying that:  
 

As a private company Facebook was under no obligation to conform to the provisions of the Common Rule 
when it collected the data used by the authors, and the Common Rule does not preclude their use of the data 
(PNAS, 2014) 

 
As the Common Rule being the protection of human subjects as stated by the Office of Human Research 
Protections (HHS.GOV, 2017) did not apply this research was deemed as ethically sound from a regulator's point 
of view. One of the editors of the study, Susan Fiske, did raise questions of the ethics of the research and 
lamented over whether it was socially acceptable from an ethics standpoint. (The Atlantic, 2014). Facebook 
found itself defending its research again in 2017 when The Australian found a 23 page document leaked from 
Facebook which “outlines how the social network can target “moments when young people need a confidence 
boost” (The Australian, 2017). Although this may seem like good intentions, targeting young people, especially 
those under the age of 18 can be ethically misguided and provide more harm than good. There has been a 
previous study that looked at how social contagion can be an influence in self-harm and presented approaches 
to minimise the social contagion (Richardson et al., 2012, p. 122) which also has good intentions, but raises the 
question of how much intervention a researcher should be doing.   
 
Therefore it is important for a researcher to really consider what kind of online research they are doing and what 
ethical stance they take on intervention in these cases. The guideline that is suggested later works best with 
academic scholars who are working with young people and children online as although there are rigorous ethical 
protocols for researching under 18s offline, there are little guidelines on how to safeguard children in research 
online. Therefore there should be more ethical safeguards when it comes to vulnerable groups and young people 
when it comes to internet research because as Fiske pointed out, ethics are usually socially acceptable for the 
current time and it is clear from public reaction to research on vulnerable people that the public require more 
regulation and consent to accept the research as ethical. Furthermore an ethical guideline would be in keeping 
with current recommendations for safe internet use in children and young people such as from organisations 
like the UK Council for Child Internet Safety (2017). For Max Masnick, a researcher with a doctorate in 
epidemiology: 
 

As a researcher, you don’t get an ethical free pass because a user checked a box next to a link to a website’s 
terms of use. The researcher is responsible for making sure all participants are properly consented. (The 
Guardian, 2014) 
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The guideline that is suggested at the end of this paper then, is most useful then when researching communities 
which may have young or vulnerable members as it adds extra safeguarding for these participants. As well as 
this it is most useful when working with communities rather than as a lurker or covert researcher as the 
guidelines can be used in conjunction with the rules of conduct and terms and conditions of the website which 
is hosting your research.  
 
Zamii070, Homestuck and Steven Universe 
The following case study was chosen because unfortunately it shows a worst case scenario and easy to follow 
timeline of events for online bullying. As well as this due to members of the communities archival of posts from 
the incident there is lots of data concerning what was posted at the time which are still readily available online; 
in other cases of online bullying posts are quickly deleted by those involved making it difficult to analyse what 
happened at the time forcing researchers to use secondary accounts. Also, the abuse in this case happened solely 
online whereas other cases which have been publicised in the mainstream media have happened to the subject 
at school as well as the home. This is important because some have viewed online bullying as having less of a 
psychological impact on subjects than offline bullying. However research suggests that online bullying can cause 
more psychological distress than school bullying (Schneider et al., 2012, p. 174) and the effects can differ 
between genders (Nordahl et al., 2013, p. 394) with girls being more likely to suffer cyberbullying (Schneider et 
al.,2012, p. 173).  
 
What Happened? 
Zamii070 was a fan artist who often shared her artwork on the social media blogging website Tumblr from various 
different shows, having drawn art primarily of Steven Universe (SU) characters but also Yowamushi Pedal 
(Japanese Anime), Homestuck and My Little Pony (MLP). In the weeks following there were several users who 
began to comment on Zamii070’s artwork in a negative way; For example, claiming that her drawing of FlutterShy 
(MLP) as a Native American was cultural appropriation, her drawing of a slimmed down RoseQuartz (SU) was fat 
phobic and that by redrawing some artwork which was commissioned by someone who turned out to be a 
convicted paedophile after the fact meant that she supported paedophilia and was a paedophile herself (Imgur, 
2015). This in turn was followed by a “receipt blog” creation on an account on Tumblr where all her apparent 
transgressions were detailed and would regularly comment on her personal account. A receipt blog is usually 
targeting one user and the purpose of these blogs is for people to keep the evidence “of wrongdoing” for future 
reference even if they have been deleted from the targets account. Over 40 critical blogs were created seemingly 
by fans of either SU or Homestuck to also send her critical messages (Daily Dot, 2015). Coupled with rumours of 
issues at home and the constant bullying from the hate blogs directed towards her on the 20th October 2015 
Zamii070 left a final message on her Tumblr account insinuating that she was going to kill herself and then did 
not post for 3 days causing worry in the community. After 3 days Zamii070 returned streaming a feed from the 
hospital where she was being treated after her suicide attempt to let her followers know that she was indeed 
still alive.  
 
The Fallout in the Community 
Within the SU community there were various postings from members in support of Zamii070 and threads of 
encouragement with many fans condemning the abuse she was receiving and a year on the fallout from the 
Zamii070 incident is still felt in the community. In posts that have appeared on the r/stevenuniverse forum on 
Reddit and discussing the situation now many users felt that a small portion of the fandom was still toxic and 
bullying members; Lauren Zuke, a writer for SU felt that she needed to quit Twitter after receiving abuse from 
some fans due to her involvement in the episode “Beta” which seemed to confirm a relationship between two 
characters that some fans did not like (Gizmodo, 2016). Furthermore, moderators on the r/stevenuniverse forum 
have repeatedly made very clear that they heavily policed any threads which discussed the Zamii070 incident for 
any bad behaviour and would be deleting any derogatory comments. Unfortunately for the Steven Universe 
community in particular there were articles in the mainstream media that labelled the fandom as toxic and 
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therefore has decreased the reputation of the fandom to those outside the community even a year after the 
incident.  
 
Ethical Considerations 
To research a case such as Zamii070’s is sadly not going to be an uncommon occurrence as researchers delve 
further into online communities. This researcher became interested in the Steven Universe community after the 
events of Zamii070 had already occurred and so did not see events as they unfolded but this gave this researcher 
a chance to reflect on what they would have done if they had been researching the community at the time.  
 
One of the pertinent points to consider in this case was the receipt blog that was hosted on Tumblr which hosted 
Zamii070’s artwork on the page specifically to allow users to comment negatively upon them; it also allowed 
users to redirect from this page onto Zamii070’s own Tumblr blog and so made it much easier for them to send 
her hateful messages directly. This continued for a sustained period even though it went against Tumblr’s terms 
of service for harassment which specify that users not only do not “Engage in targeted abuse or harassment” but 
also that they must not “attempt to circumvent the block feature or otherwise try to communicate with them. 
Just stop.” If the user themselves has blocked them to try to stop the harassment (Tumblr, 2016). However, as 
with any website, especially on the scale of Tumblr, which has millions of users, moderation can be very difficult 
and time consuming and so for Zamii070 the abuse was able to continue even though Zamii070 was clearly being 
harassed. On smaller websites and forums such as the Reddit subpages dedicated to r/Homestuck (one of the 
fandoms Zami070 drew artwork for) and r/StevenUniverse moderation is much easier as the moderators only 
have to focus on submissions from one place rather than across a whole website making it far easier to ban 
harassing users and safeguard their members. Therefore it may be easier ethically for researchers to conduct 
their research on smaller websites rather than across whole platforms as it will take strain off the researcher 
when it comes to safeguarding their human subjects or those they are studying covertly as moderation of 
harassment is quicker in response. 
  
Another point to consider in the Zamii070 case is that the bullying emanated from a minority corpus but rapidly 
multiplied into a group or “mob”. Although this researcher cannot be sure of the actual number as theoretically 
one user could create multiple accounts to post harassment from, to Zamii070 at least, it would seem as though 
more and more people were bullying her and consequently made her feel worse as her posts indicated. Although 
many of the original blog posts harassing Zamii070 have since been deleted by their users an archive of much of 
the abuse she received is still available online with multiple accounts on record as sending the abuse, the link to 
this archive will not be recorded here. This is because like with former abused children, knowing that there is a 
record of the abuse for others to see online can be very traumatic (Taylor and Quayle, 2003, p. 204) and therefore 
it would be inappropriate for it to be linked here especially as the subject of this research is about minimising 
harm.  
 
For a researcher this must be an ethical consideration as the bullying clearly progressed in a damaging way for 
Zamii070. If it was just one abuser then the bullying would not have been as severe and a potential researcher 
may not have decided to intervene initially. This raises an interesting ethical concern for researching trolling in 
general, if trolls are targeting several accounts that the researcher is researching compared to concentrating on 
trolling one particular account what safeguards should there be? Should there be a difference in the way that 
these trolling incidents are handled? For this researcher and the Zamii070 case as trolls were concentrating on 
one victim and it was clearly having an emotional toll on the user, then ethically a researcher should take steps 
as part of safeguarding that particular human subject. 
  
Consideration must also be made to how these incidents should be researched after the event has occurred. In 
researching this event many users were cautious to speak about the Zamii070 incident as opposed to Steven 
Universe in general, some due to worry that being critical of Zamii070 would make them seem like a bully, others 
due to feeling it was inappropriate to comment as it had led to her trying to kill herself, causing both ethical and 
methodological problems as well. In some instances it will be far more appropriate to look at the secondary 
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sources of archived material such as the Zamii070 hate archive material than it would to contact Zamii070 
directly for her experiences. This may cause issues with research on the effects of trolling as it may be impossible 
to get primary sources but ethically it could conflict with safeguarding the participant welfare as answering 
research questions on the subject may be too much for the participant to emotionally handle. Therefore caution 
must be used and researchers must clearly show that ethically the benefits of the research will outweigh the 
negatives of such experiences.    
 
Improving Ethical Research Protocols 
One of the main issues that researchers face is that there are few guidelines or agreements for appropriate and 
ethical behaviour when it comes to this kind of research. The internet has developed a huge amount in the ways 
that many people use it with social media, online shopping, online gaming all on the rise and ethical research is 
finding it difficult to keep up, especially with the explosion of social media and the sheer amount of social media 
users. In this section this paper is going to suggest a guideline on what steps to take in a case such as online 
bullying so as to remain ethical and to try and establish a framework of guidelines that can be used by most 
online researchers. There are no doubt pros and cons to suggesting a new guideline for dealing with online 
bullying and trolling. One of the major difficulties with the suggested guideline is that often it will mean extra 
work for the researcher themselves and the fact that they may be potentially revealing themselves as a 
researcher could prove problematic for anyone conducting covert internet research. Unfortunately there can 
never be a real consensus when it comes to ethics as researchers will always differ on what they deem to be 
ethically necessary however a guideline with suggestions on what behaviour that the researcher may see during 
their research may be able to guide researchers on what action could be appropriate to take. It is important to 
note that this guideline is aimed at researching young and vulnerable people online; although celebrities are 
often targeted by online abuse often they have PR teams, agents and supportive entourages who monitor their 
social media and are readily available to deal with any trauma, they are also less likely to see abusive messages 
as these are usually dealt with by their PR team compared to someone with a personal account.  
 
One of the first and most important things a researcher has to do to implement appropriate research ethics is to 
identify whether their communities members exhibit risky behaviour which can encourage online bullying. If 
their participants are young and are engaging in the 9 risk factors in a Harvard medical letter such as “Interacting 
with strangers” or  “Making rude or insulting comments to someone else online” (Harvard Health Publications, 
2008) the researcher is more likely to observe harmful behaviour and so will need to protect themselves more 
thoroughly from an ethical standpoint. These risk factors are more likely to be found on an open social media 
network such as Twitter rather than a virtual game website such as Neopets which although aimed at children 
and young people has much less person to person interaction; the proposed guidelines may be more helpful for 
studying these groups on social media. As well as increased risk taking, researchers should identify whether the 
communities are more at risk of harming themselves to begin with, such as evidence of self-harm in the online 
study of the LGBT community McDermott et al. (2013). This study is interesting ethically because the only 
explanation in their ethics section of whether covertly researching their participants could lead to harm was that 
the three authors had “experience of utilising online research methods for hard-to-reach populations and 
sensitive subjects” (2013, p. 128). This suggests to this researcher that they were following their “common sense” 
rather than ethical reasoning and also ethically echoes the Facebook study which was publically denounced as 
unethical because the participants were vulnerable. Therefore if the researcher can identify their group as young 
and/or vulnerable they should use the guideline suggested in this paper so as to not just having to rely on past 
experience as a researcher which has not gone down well as an ethical protocol with the public.    
 
There are some commonalities in behaviour seen online that may suggest a human subject is in danger and so 
the guideline can be made flexible for different cases but without the need for a researcher to solely rely on their 
own “common sense” as they have been left to so far. Research from the psychological discipline has identified 
common signs of when someone may be suicidal or depressed for instance which can be extrapolated from an 
online context. Such as in the Zamii070 case many people will actively tell people that they want to die or that 
life isn’t worth living (Grohol, 2009), will become obviously agitated and even give away their possessions (Your 
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Life Counts, 2017). Therefore a researcher does not have to rely on their own subjective opinion of the situation 
but can use the warning signs as set out by the American Psychological Association (2017) or their own national 
society.  
 
Guideline for safeguarding research participants 
 
1. Has the subject stated that they are upset about any abuse they have received? 
2. Is the subject being bullied by multiple accounts/users 
3. Has the bullying been occurring for a period of time? 
4. Has the bullying progressed over time? 
5. Has the subject alluded to the fact that they may harm themselves? 
6. Has the subject stated overtly that they will harm themselves and intend to do so? 
7. Is the subject being subjected to extreme threats such as murder and do these threats contain intent? 
 
The above points should be seen as a red flag for any researcher but does not mean that a researcher has to 
reveal themselves as such if they are doing covert research, which may be a worry for those trying to research 
and remain ethical. Depending on the answers given by the researcher in response to the guidelines the following 
steps should be taken below. 
 
If the researcher has answered yes to any point between 1 and 5 they should proceed to do the following: 
 
 Report the behaviour to the host website 

On Tumblr for example, the support part of their website allows users to report behaviour that breaks their terms 
of service such as abusive behaviour and even allows the user to upload screenshots of the behaviour just in case 
it is deleted by the perpetrators later. On Reddit, a researcher can email the moderators of sub-reddits such as 
r/StevenUniverse directly without the need to reveal research status and would still allow the researcher to carry 
on researching the community knowing that they have done their safeguarding duty by reporting the behaviour 
to those who essentially have the power to stop the behaviour.  
 
 Monitor Progress 

If the same accounts are still harassing the user then the researcher should submit a new report to the host 
website. The researcher should then make a diary entry and screenshot of any behaviour after their report to 
the host website as many of the larger websites such as Twitter can use this evidence to close down any offending 
accounts. 
  
For the first 5 guidelines these two steps are the only ones required from a researcher and would cover them 
ethically as they have taken appropriate action in reporting online abuse and harassment, however if either point 
6 or point 7 has occurred or has progressed to this stage from the researchers monitoring of progress then it is 
the researcher’s ethical responsibility to respond and respond quickly. These behaviour points could have a 
potential real life, real world consequence for the participant and thus should be treated as harm for the 
participant when it comes to research ethics. 
 
If the researcher has answered yes to either point 6 or 7 and they suspect the participant to be under the age of 
18 they should proceed to do the following:  
 
 Report the behaviour to the local authority 

In situations where the threats have become extreme and the researcher has already notified the host website 
then a report should be made to the local law enforcement. If it can be easily ascertained where the human 
subject is located then a report to the subjects own local law enforcement rather than one in their general area. 
 
 Archiving of Evidence  
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Using the diary entries and screenshots that the researcher has compiled due to monitoring the progress of the 
abuse these should then be compiled in an archive for retrieval at a later date by law enforcement if needed. 
This is needed in case the online abusers delete their accounts. 
 
 Revealing Researcher Status 
This is an optional last resort if the researcher suspects that a research subject is imminently in danger from 
others or themselves. Due to the graveness of the situation, especially if the human subject has stated overtly 
thoughts on killing themselves then this may be a point where a researcher may feel the need to reveal 
themselves to the user and/or the community if they feel that urgent help is needed.  
 
 Ending of Research 
This is also an optional point which may occur if the researcher has had to or chosen to reveal themselves to the 
community. For a researcher’s own protection it may be prudent to withdraw from the research environment as 
they may be targeted by trolls or abusers themselves for reporting the extreme harassment. 
 
The guideline has been suggested because there seems to be a lack of literature to help researchers identify 
problematic behaviour which could affect their subjects when it comes to harm. This guideline has also been 
suggested because in many instances a quick email will suffice to be ethically covered when it comes to 
safeguarding their participants whether overtly or covertly studied and so can be dealt with quickly. For 
researchers being able to defend their work ethically has become more important due to controversial research 
in the past and so having another point in which to say they have safeguarded their participants in their ethical 
review will be most welcome to many researchers. 
 
Even with this guideline however there are still points to consider. It must be remembered that intervening 
within a community is not ethically responsible in some cases and that sometimes research participants may not 
want this; in a study on adults with intellectual disabilities the participants felt more threatened and saw it as 
more harmful if researchers needed to report information to the police, such as if they were being hurt 
(McDonald et al., 2017, p. 83). A researcher then has to balance their ethical responsibility with the needs or 
wants of the research participant when it comes to intervention. To counter this point then this researcher would 
argue that following the preliminary guidelines for in response to points 1 – 5 which are to report to the hosts 
website and monitor progress are not intervening. This is because on the websites that these guidelines have 
been suggested for e.g. social media websites, there is often a code of conduct that encourages users to report 
bad behaviour. In online communities and chatrooms there are also, even if they are unofficial, standards of 
behaviour that often tie in with encouraging reporting of bad behaviour. As such it can be said that the researcher 
is following the standards expected by the host website and as it is a function that is available to any member of 
the website that reporting a situation is not going above what is expected from normal members. If points 6 or 
7 occur then this guideline recommends contacting the local authorities which would be intervention however. 
Therefore this guideline suggests this only for participants who are under the age of 18. This is because from a 
theoretical ethics standpoint in offline research far more safeguarding protocols are in place for researching 
under 18s (for good reason) and so this should be replicated in the online environment. Furthermore, other 
studies have shown that intervening in a positive way on social media has had positive effects on youths at risk 
of suicide (Rice et al, 2016) and that the use of “real time monitoring” can flag up people in crisis and are 
“important for overcoming difficulties mental health services have with responding to fluctuating SI [Suicidal 
Ideation] and episodes of SH [Self-harm] and SA [Suicide Attempt]” (Cox and Hetrick, 2017).  
  
Limitations  
The researcher must make sure that they are aware of the social protocols of the community before they 
implement these guidelines; slight trolling in the community 4Chan, for example, is expected and often 
encouraged. Therefore these guidelines are most helpful to those who already know their community well 
enough to know the learned behaviours such as with scholar fans. As well as to also not be considered as ethics-
lite this guideline is best used where the researcher is doing non-covert research alongside the community.  
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These guidelines are not entirely based on ethical theoretical perspectives but instead on analysis that has 
occurred in psychological studies and the ethical reactions to studies that have been conducted on vulnerable 
groups (Facebook). Although this may seem like a weakness there is an obvious need to look at these positions 
due to public backlash. Due to the scope of discussion in this paper the guideline does not offer a way to combat 
either trolls/ or deal with those using fake personas. However, it is important to be able to come up with ways 
of ethically researching those who are being online bullied as online bullying is unlikely to stop in the near future 
despite implementations from anti-bullying groups and agencies. Harm and intervention are still being debated 
in scholarship and it may be shown in later research that these guidelines are not enough or have created harm 
as described by Maheu et al:  
 

In coming years, there are likely to be many instances in which professional intervention in an emergency from 
a distance has succeeded and others in which it has resulted in harm to the practitioner or made matters worse 
for the patient (Maheu et al. 2004, p. 259) 

 
However this doesn’t mean that we should stop trying to be more ethical as we may learn from our mistakes 
such as researchers did when it came to the aftermath of Stern’s study.  
 
Conclusion 
One of the main points that this researcher sees as problematic when it comes to previous internet research is 
that those being researched have sometimes not been seen as human subjects which should definitely not be 
the case. A researcher should be conscious of the fact that comments are written by real people with real feelings 
and that can sometimes be forgotten when they are looking through a computer screen. Researchers should be 
very wary of this, especially when conducting research in “real time” such as social media, as there have been 
claims that some young people have taken their lives due to the internet abuse they have suffered. Cyberbullying 
has been blamed for a plethora of young people who in the recent past have committed suicide or tried to 
commit suicide due to trolls with now famous victims in the USA such as Amanda Todd, Megan Meir and Jessica 
Logan.  
 
What is important to note however is that it is not a researcher’s fault nor responsibility to stop these terrible 
tragedies happening as that would be putting too much onus on the researcher. However just as with offline 
research ethics the researcher should put great importance on safeguarding, which as shown in this paper, can 
be far harder to do in online research. This researcher decided not to put too much detail into the covert/overt 
argument in internet research as safeguarding does not necessarily mean that the researcher has to reveal 
themselves as such even when safeguarding their human subjects. In many instances an anonymous email to 
moderators is all a researcher has to do to have ethically protected their human subjects; even if abuse provokes 
a user into trying to take their own life at least the researcher would have acted and so would hopefully not be 
subject to the bad feelings experienced by Susannah Stern and others when they have not been advised as to 
the “human” status of their participants.  
 
To conclude, internet research ethics is an ever changing and incredibly dynamic area which is undergoing 
changes all the time, along with the changes that the internet has undergone over the years. With the advent of 
social media and the increasing interconnectivity of people online there is a huge amount of different ways to 
research and how to do this ethically. This researcher would like to think that their short guideline will be helpful 
to those who are studying online communities when researching takes an ugly turn for the worst and may have 
far reaching consequences that extend beyond the online sphere.       
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