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ABSTRACT
It is often argued that global competition and technological development have made industrial jobs more unstable. In this article, we ask how career stability has evolved in the Finnish forest, metal, and chemical industries, comparing 14 cohorts (age groups) by gender and educational level. We focus on industrial employees born in 1958–1971 and compare their career stability at ages 30–44 using Statistics Finland’s linked employer-employee data from 1988 to 2015 and an application of sequence analysis. We analyze career stability over time by examining annual main labor market statuses (employed, unemployed, student, disabled, retired, out of the labor force), adding estimators for workplace and industry changes. The results show no evidence of career destabilization across the cohorts, but they do reveal persistent inequalities between industrial employees with low and high levels of education, and between men and women.
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Introduction
The labor market is in a constant state of flux, driven by global competition, cyclical fluctuation, and rapid technological development. It has been postulated that we are now witnessing a deepening segmentation and downward rather than upward mobility of the middle segment of the labor force, a tendency that may be strengthened by automation and digitalization (Asplund et al. 2011; Autor 2014; Goos et al. 2014; Kalleberg 2018).

Theories of job polarization suggest that these changes are leading to the creation of low-skill and high-skill jobs, at the same time as the middle is being hollowed out, albeit the evidence depends on the time period and countries selected for the analysis (Bárány & Siegel 2018; Cirillo 2018; Horemans 2016; Salvatori 2018). For example, it is feared that the emerging platform economy, based on digital matchmakers between the supply
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and demand of labor, may encourage new uses of the workforce that will accelerate the growth of low-paid work and involuntary self-employment (Eurofound 2018). At the other end of the spectrum, highly educated employees are expected to have increasingly specialized skills and a continuous readiness to meet the changing skill requirements of current and emerging jobs.

It has also been argued that the standard employment relationship – continuous, full-time employment with a single employer over the employee’s life course – is giving way to atypical employment. According to this position, increasing numbers of wage earners are running the risk of falling into precariousness, characterized by temporary contracts, spells of unemployment, deteriorating working conditions, poor prospects, and low income (Kalleberg, 2018). In particular, there has been much concern over the prospects of younger cohorts to gain a foothold in the labor market and to earn a decent living (France 2016).

Furthermore, it has been hypothesized that the alleged decline of the standard employment relationship has coincided with a fragmentation of work careers (Potter 2015), meaning greater volatility, heterogeneity, and unpredictability in career trajectories (Kalleberg & Mouw 2018). In this article, we focus on work careers. We use career fragmentation as an umbrella term and divide the hypotheses concerning it in two dimensions: we assess career de/stabilization and de/standardization by drawing on a rich and extensive register dataset spanning a period of several decades. We ask how work careers in Finland have evolved in specific industrial sectors.

We focus on three major Finnish export industries, analyzing work careers in the forest, metal, and chemical sectors. Together, these industries represent the backbone of the Finnish economy. However, we exclude the information and communication technology (ICT) sector because it has been extensively studied before (see, e.g., Nikulainen & Pajarinen 2013). In recent decades, the sectors examined in the present study have been exposed to globalization and changes in international trade, exogenous shocks (economic crises), and technological restructuring. On this basis, it has often been argued that technological automation and deindustrialization (the shift from manufacturing to services) may bring an end to life-long careers in industrial manufacturing.

Using linked employer-employee data (FOLK) compiled by Statistics Finland for the period from 1988 to 2015, we compare the careers of industrial employees born in 1958–1971 at ages 30–44. Our focus is on the age and period of life when people have completed their education and when, in ideal conditions, careers are expected to stabilize and become upwardly mobile in terms of career progression. However, this ‘mid-career’ phase remains less studied compared to early and late careers (Brzinsky-Fay & Solga 2016; Riekhoff 2018), even though it is a crucial time for family formation and often marks a period when employees seek promotional opportunities or new career alternatives (Schellenberg et al. 2016). Studies have also emphasized that mid-careers may have a lasting impact on later working life, retirement, and well-being in older age (Halpern-Manners et al. 2015).

We therefore set out to analyze mid-career trajectories of forest, metal, and chemical industry employees by examining their annual main labor market statuses (employed, unemployed, student, disabled, retired, out of the labor force), adding estimators for changes of workplace and industry. We separated the analyses by gender and educational attainment, as these factors are determinants of career trajectories (Järvinen et al. 2020). We will test the hypothesis that younger cohorts have endured more fragmented mid-careers than older cohorts (e.g., France 2016). Moreover, since population-level studies suggest only modest changes in careers across generations (Becker & Blossfeld 2017; Hollister 2011; Stawarz...
2018; Van Winkle & Fasang 2017), we also hypothesize that inequality between industrial employees with low and high levels of education, and between men and women, persists. Finally, we hypothesize that economic fluctuations continue to play an important role in career instability. Our methodological approach is an application of sequence analysis that is suitable for estimating the stability of careers across cohorts and over time.

The article is structured as follows. We begin by defining the concepts of career de/stabilization and de/standardization and present state-of-the-art empirical knowledge from different countries. We then move on to discuss the context of our study, that is, characterize the Finnish industrial sector as part of an open economy exposed to global competition and technological and cyclical changes. Next, we introduce our data and methods, and then present the results based on the sequence analysis. Finally, we proceed to discuss the findings and implications of our research.

Research framework: career stability versus fragmentation

It remains a matter of dispute whether there ever existed a golden age of stable employment relationships (Pyörä & Ojala 2016; Pyörä et al. 2017; Rasmussen et al. 2019). In contrast to what is often suggested, insecurity and high mobility rates are necessary functions of the labor market. A high number of transitions between employment statuses is particularly pertinent to Nordic and other dynamic labor markets (Möhring 2016). Indeed, work careers are constantly evolving in tandem with the changing supply and demand of labor.

There is no single way of defining and operationalizing work careers. Earlier research has often focused on changes in certain types of employment (e.g., temporary, part-time, or self-employed), on single transitions (e.g., between unemployment and employment or between temporary and permanent positions) (Kalleberg & Mouw 2018), or recently, on life courses by examining career spells that encompass more than one transition, and on changes between individuals and cohorts (e.g., Aisenbrey & Fasang 2017; Möhring 2016; Riekhoff 2018).

In simple terms, ‘career stability’ refers to the absence of spells out of employment, whereas ‘career fragmentation’ implies some type of puzzle made up of several pieces. The latter term also suggests a process, an evolution towards a deepening state of fragmentation. Therefore, careers should be studied over time. In order to examine spells in employment and to assess transition rates between employment, nonemployment, and different jobs over time, we need longitudinal data (Barone & Schizzerotto 2011; Bukodi & Goldthorpe 2011).

Career fragmentation is used here as an umbrella term, with two main dimensions (Brückner & Mayer 2005). First, it can occur within individuals’ careers over time, indicating increasing complexity due to transitions between and in and out of jobs. This process has been called ‘differentiation’ or ‘de-stabilization’ of (working) life courses. Second, career de-standardization refers to people’s careers becoming less and less alike between cohorts. This refers to increasing heterogeneity between individual career statuses at certain points in time, that is, that individuals are increasingly in different statuses at each age (Riekhoff 2018). The opposite of career fragmentation, in essence, is continuous or permanent employment, preferably of the same type and with the same employer, without deterioration between cohorts.
Despite commonly held assumptions, earlier international longitudinal analyses have found no significant changes in the work careers of employed populations over time, either in the US or in Europe. The empirical evidence contradicts the fragmentation hypothesis (Järvinen et al. 2020; Rokkanen & Uusitalo 2013), or supports only modest changes (Biemann et al. 2011; Hollister 2011; Stawarz 2018; Van Winkle & Fasang 2017). Stawarz (2018), for example, has observed that once a person is employed, there are only modest changes in intragenerational social mobility over time. Stawarz compared 20-year-long careers in German cohorts born in the 1930s–1980s, and found some increase in career heterogeneity in men, as measured by the international standard classification of occupations (ISCO) between cohorts, as well as in inter- and intra-firm transitions. Becker and Blossfeld (2017), using the German life history data, observed that younger labor market entrants ‘start their careers at increasingly higher average level of job attainment’, following their higher educational attainment. However, they also observed increased downward mobility, warning us about deepening polarization.

Averages, of course, conceal the fact that there are segments in the workforce that have less stable careers (Bachmann & Felder 2018; Becker & Blossfeld 2017; Soininen 2015). For one thing, careers continue to remain gendered. In many industrial economies women’s labor market participation is increasingly equal to men’s, but even highly educated young women tend to have more fragmented careers, earn less than young men and take longer parental leaves (Aisenbrey & Fasang 2017; Kuitto et al. 2019; Möhring 2016; Stawarz 2018). Along with unemployment, parental leaves are the main reason for early and mid-career breaks (Aisenbrey & Fasang 2017; Brückner & Mayer 2005; Kuitto et al. 2019). After family formation, women often enter part-time jobs, switch industries, and are exposed to downward mobility and lower wages (Brückner & Mayer 2005; Buchmann et al. 2010; Cech & Blair-Loy 2019; Stawarz 2018). If displaced, women have a harder time regaining their previous earnings level than men do (Jolkkonen et al. 2012). All in all, men typically have more stable careers than women (Schellenberg et al. 2016; Stawarz 2018).

Another source of segmentation is the skill-division of the workforce. According to Böckerman et al. (2012), who studied the firm-level effects of technology on jobs, employees in routine tasks were somewhat more exposed to unemployment risks. However, the majority of them were able to find a new job and did not enter long-term unemployment. Jolkkonen et al. (2012) reported that white-collar employees were more likely to find a new job after displacement. According to Stawarz (2018), public sector careers and skilled manual and white-collar workers’ careers were more stable than unskilled manual laborers’ careers, which involved more frequent inter-firm transitions. Based on cohort comparisons, Stawarz also observed that older cohorts born in the 1930s–1950s had the most stable careers. However, Stawarz found only modest changes in younger cohorts’ careers.

Buchmann et al. (2010) have listed other drivers of recent labor market dualism, including the differentiated effects of occupational segregation on career outcomes, firms’ recruitment and reward policies, gendered expectations of traditional labor divisions affecting women’s employment, firm size (smaller firms lacking financial reserves), and regional issues. Furthermore, Bachmann and Felder (2018) observed an underlying trend of shortened job tenure in the European workforce between 2002 and 2012, after accounting for the aging of the workforce and controlling for the financial crisis. They found that the loss of short-tenured jobs in few countries such as Spain partially explains the lengthening of tenures in the aftermath of the crisis (short spells disappear from the data).
Overall, the drivers that determine how careers unfold are many and varied. In the Nordic countries, the labor markets are ‘flexibly standardized’, combining high levels of both stable careers and individual turnovers between statuses (see, Möhring 2016; Soininen 2015). This is in contrast to other European employment regimes, which range from highly stable careers in the Czech Republic to a destabilized, gendered, and deeply segmented labor market in Greece and Spain (Möhring 2016), reflecting the level of employment protection in each country (Bachmann & Felder 2018). The data used in these longitudinal career studies are mostly based on surveying representative populations using retrospective measures on educational and employment histories. Some analyses are based on official registers (Järvinen et al. 2020; Rokkanen & Uusitalo 2011; Soininen 2015). The measurement tools remain heterogeneous: researchers have evaluated changes in occupations, wages, spells in employment, or latent career trajectories. All conclusions, however, suggest modest rather than large changes in work careers despite the measure used. We next turn to discuss the specifics of the Finnish labor market, the case highlighted in the present study.

Finnish export industries: exposed to structural and cyclical fluctuation in an open economy

Three central export industries

Industrialization in Finland started from the forest industry in the late 19th century. Today, this sector continues to show strong performance, accounting for 12% of total employment in manufacturing industries. The metal industry also goes back a long way. After World War II, the sector quickly modernized, and today it accounts for over 40% of all industrial manufacturing jobs. The chemical industry emerged to prominence more recently. Since the decline of the Nokia-driven ICT sector in the 2000s, the chemical industry has become one of Finland’s most valuable producers of high-tech materials, accounting for 10% of manufacturing employment.

Vulnerability to economic shocks

Finland makes an interesting case for the present study, as it represents both rapid modernization and flexible adaptation to economic and technological change (Pyöriä 2006). Finland evolved from an agrarian to an industrialized society later than most other European countries. When the cohorts of our study were born, strong service sector growth was turning Finland into a post-industrialized society. The economy boomed in the 1980s, but just a decade later, the country slipped into a banking crisis and recession.

In the early 1990s, Finland fell into a recession that was more severe than in any other European country (Kalela et al. 2001; Pyöriä 2006). In 1990, economic growth grinded to a halt, and in 1991, GDP declined by 6.3 per cent. The fall continued for another two years (~3.3% in 1992 and ~1.1% in 1993). Thousands of jobs were lost and unemployment skyrocketed from 3% in 1990 to over 16% in 1994. However, the recovery that followed was equally dramatic, spearheaded by the country’s newly emerged ICT sector that spurred growth and innovation in traditional industries as well.
The Finnish economy peaked in early 2008 before the onset of the global financial crisis. In 2008–2009, a long period of strong economic growth ended abruptly, exposing the vulnerability of the small national economy to international trends. By the end of 2008, GDP growth came to a halt. In 2009, GDP fell by over 8%, and in the 2010s growth remained modest. Despite the severity of the shock, continued strength in public and private services prevented a sharp rise in unemployment. Against this background, it is interesting to see how career stability has evolved in the export sectors most vulnerable to exogenous shocks.

**Highly skilled workforce**

The characteristics of the Finnish workforce have changed significantly during the time span of our study. In particular, educational levels have risen across the board (Figure 1). From 1988 to 2015, the share of tertiary educated employees has increased significantly. Among women, the share of those with a higher education as a proportion of the total population increased from 17% to 33% and among men from 18% to 26%. In 2015, 44% of men and 38% of women had a secondary (mainly vocational) education. Over the period under investigation, then, women have overtaken men in terms of educational attainment. At the same time, the proportion of the population with no more than basic education has almost halved. The cohorts selected for our investigation were born in 1958–1971 and recruited in the study in the year they turned 30. Most typically, they have an upper secondary vocational education (see Table 1).

The three export industries in focus employ a wide range of workers with various backgrounds, including less educated auxiliary staff and highly educated research and development personnel. Compared to other industries, the workforce in the chemical industry is highly skilled. One of the occupational categories in this sector is female-dominated, namely laboratory assistants and technicians. The other industries are sharply and deeply segmented by gender. Overall, only one-fifth of the industrial employees in our sample are women (Table 1). Despite the segregation, both female and male industry employees typically work full-time in dual-earning households, reflecting the high Nordic level of gender equality in terms of time allocation to wage employment (Anxo et al. 2007). In principle, women have equal opportunities with men to carve out careers for themselves as parental leaves are compensated and all families are entitled to public day care services. However, most family leaves are in fact used by women, and their careers often decline at fertility age when compared to men (Kuitto et al. 2019). This also affects industrial careers.

Industrial employees in Finland are a segmented and heterogeneous group, which is only to be expected given that the proportion of low-educated industrial workers has consistently decreased since the 1980s at the same time as the educational level of the working-age population as a whole has risen. Our three export industries account for around one-third of all industrial jobs in Finland. As shown in Figure 2, the chemical industry has had relatively stable rates of employment since the 1980s, while the number of people working in the forest industry has steadily fallen. The metal industry, on the other hand, has seen the highest level of cyclical fluctuations. One of the features shared in common by all three industries is that during the period under investigation (1988–2005), they have increasingly outsourced services in order to reorganize their division of labor.
Figure 1  Population aged 15 or over by level of education and gender, 1970–2018.  
Source: Educational structure of population, Statistics Finland 2020, own calculations.

Table 1  Descriptive statistics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>%</th>
<th>Gender</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth year</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1958</td>
<td>8.2</td>
<td>Women</td>
<td>19.1</td>
</tr>
<tr>
<td>1959</td>
<td>8.2</td>
<td>Men</td>
<td>80.9</td>
</tr>
<tr>
<td>1960</td>
<td>8.1</td>
<td>Industry</td>
<td>19.0</td>
</tr>
<tr>
<td>1961</td>
<td>7.1</td>
<td>Forestry</td>
<td>31.0</td>
</tr>
<tr>
<td>1962</td>
<td>6.3</td>
<td>Metal</td>
<td>50.0</td>
</tr>
<tr>
<td>1963</td>
<td>6.2</td>
<td>Education</td>
<td>17.8</td>
</tr>
<tr>
<td>1964</td>
<td>6.7</td>
<td>Intermediate</td>
<td>64.7</td>
</tr>
<tr>
<td>1965</td>
<td>7.0</td>
<td>Higher</td>
<td>17.5</td>
</tr>
<tr>
<td>1966</td>
<td>6.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1968</td>
<td>7.5</td>
<td>N</td>
<td>71,764</td>
</tr>
<tr>
<td>1969</td>
<td>6.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1971</td>
<td>6.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This reflects the growing economic and political pressures to make more flexible use of the workforce (Hyman 2018; Lehndorff et al. 2018).

However, nonstandard contracts are not common in the industrial core labor force. Rather, industrial firms have increasingly chosen to outsource such functions as cleaning,
property maintenance, and food and meals services. This trend has also been extended to white-collar work, with a view to promoting flexible uses of the workforce (Allvin et al. 2011). In the context of industrial work, accounting, software development, and other knowledge-intensive services are often outsourced (or offshored) to subcontractors or strategic business partners. Business cycle contractions have also been found to have profound effects on uses of the workforce (López-Andreu & Rubery 2018). Toward the end of the time span covered by our study, then, the number of personnel directly employed by the industrial sector has decreased, at the same time as industrial firms have shown a strong or fluctuating performance in terms of annual revenue and other economic indicators.

**Data and methods**

General employment trends are relatively easy to follow using official labor force statistics and annual cross-sections. The analysis of work careers, by contrast, is a much more complex matter and requires longitudinal data. Longitudinal designs allow us to estimate the effects of cyclical and structural labor market changes. Our focus in this study is on mid-career stability, an aspect often neglected in the research literature (cf. Buchmann et al. 2010; Kohli 2007).

In order to identify trends and factors influencing jobs and the alleged fragmentation of careers in Finnish export industries, we deploy FOLK – a massive register-based remote access dataset that has been produced annually by Statistics Finland since 1988. FOLK (formerly FLEED – Finnish Longitudinal Employer-Employee Data) covers the whole working age population and extends from 1988 to 2015. We have chosen our cohorts based on the total data of persons aged 15–70 and residing permanently in Finland. The total data for each year comprises some 3.6 million persons (the current population of Finland is 5.5 million). Persons can be followed over time as long as they are alive and living in Finland. Compiled by merging various administrative registers,
FOLK includes a broad range of individual variables linked with enterprise and establishment variables. Linked employer–employee data are becoming increasingly important sources in research on career stability (Jolkkonen et al. 2012; Soininen 2015).

The total FOLK data has distinct advantages over sample surveys, although no data source should be considered error-free, and official registers do not collect details for example about the type of employment contract (Pavlopoulos & Vermunt 2015). The measures we use, derived systematically from official population, income and education registers, are highly accurate and reliable, whereas retrospective surveys suffer from respondents’ memory bias, a problem that is particularly pronounced in the context of career research (Manzoni et al. 2010). A great advantage of our data is that each individual, enterprise, and establishment is identified by a time-invariant encrypted code. With FOLK, it is possible to follow the same employees over time and determine whether career complexity has increased and, if that is the case, to what extent this is due to changes in labor market statuses or workplace or industry switches. The FOLK-register is unique, as it accurately represents even small subpopulations.

Another major strength of our register data is that the problem of missing data is virtually non-existent: individuals drop out during the follow-up only if they die or move out of the country, and there is no item nonresponse. Many study designs, by contrast, often suffer from initial nonresponse during the recruitment in the baseline survey and successive dropout at each time point, thus threatening the validity of the results (de Leeuw & Lugtig 2015). By international standards, FOLK is comprehensive, covers a uniquely long time span, and offers great potential for insights into the development of work careers in the nexus between ‘individual’ (social background, education, earlier career) and ‘structure’ (establishment effects, cyclical macroeconomic fluctuations).

In this study, we use FOLK to determine annual main labor market statuses (employed, unemployed, student, disabled, retired, out of labor force), adding estimators for changes of workplace and industry. Statistics Finland (2004) has put great effort to ensure the accuracy of these variables, as defining main type of activity is the primary task of employment statistics. The variable ‘main labor market status’ is derived from official registers and based on the duration (longest spell during a year) or timing (end of year) of statuses during a year. Being mainly ‘employed’ is judged by the spells covered by employer’s insurance. We construct sequences of statuses from age 30 to 44 for those who were born between 1958 and 1971 and who were employed in either the forest, metal, or chemical sectors at the end of year in which they turned 30. It should be noted that workers who have an ongoing employment contract are marked as being ‘employed’ while on parental and subsequent care leaves (in most cases the mother) during the follow-up, even if they are at home with the children in a particular year. Table 2 illustrates how our data selection spans different ages, cohorts, and years.

At each age, an individual’s status is recorded at the end of the calendar year. Each individual thus has a career sequence consisting of 15 consecutive statuses between ages 30 and 44. These career sequences allow us to analyze the degree of career stability and standardization across 14 birth cohorts and determine whether fragmentation has increased over time. We construct three types of individual career sequences. First, the simplest sequences contain only the main activity statuses (employed, unemployed, pensioned, inactive, or in education). These sequences allow analyzing the incidence of transitions in and out of employment during this career phase.
Table 2 Lexis diagram for the study population

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
</tr>
</tbody>
</table>

Legend: 30 - 44 years old
The second type of sequence consists of the same states as the first sequence but additionally includes a state for being employed in a different industry than the original industry of employment at age 30 (state 1). This means that all individuals start out as being employed in either forestry, metals or chemicals. If they move between those three sectors or become employed outside those (e.g., by moving to the services sector), their status changes to being employed in another industry (state 2). It is not specified to which industry the switch takes place, because we are mainly interested in analyzing whether employees remain within their own specialized field of economic activity or whether we can observe changes towards greater de-specialization and mobility between sectors. It is possible of course that someone returns to their original sector of employment, in which case they return to state 1.

The third type of sequence is the same as the first but includes job changes, as measured as changes between employers. To do so, we use the establishment-level identifiers in the data. If the establishment code changes within an individual sequence, we assume that person has changed jobs to a different employer. Each new job is included in the sequences as a new state. Whereas a majority of the study population works in one or two different jobs only, there are cases of those who hold 12 or 13 different jobs during the 15-year follow-up period. These sequences allow estimating the degree of job stability and mobility. Unfortunately, it is not possible to distinguish between voluntary job-to-job transitions and involuntary dismissals (Bachmann & Felder 2018).

The methods we use promote the idea of looking at labor markets and work careers holistically instead of focusing on single transitions (Aisenbrey & Fasang 2010; Möhring 2016). Applying statistical techniques from the family of sequence analysis, three indicators of career fragmentation are deployed to investigate whether careers in the forestry, metal, and chemical industries have destabilized and de-standardized across cohorts.

First, we consider whether stable employment has become a less common career type than before. To do so, we use sequence and cluster analysis to identify career typologies. We apply sequence analysis with Longest Common Subsequence (LCS) distances to establish dissimilarities between individual sequences (Elzinga & Studer 2015; Gabadinho et al. 2009). The advantage of LCS is that it emphasizes the importance of the longest spell spent in a particular state (Studer & Ritschard 2016). This is relevant for our study, as we are interested in deviations from what we consider a ‘standard’ or ‘traditional’ career, namely permanent employment with a single employer and in a single industry.

We perform sequence and cluster analysis only for sequences that include changes in industries and jobs, as they are the most relevant for the aims of our study. We apply Ward’s clustering method. For the sequences including changes in industry we decide upon a solution of eight clusters. This solution performs well in terms of cluster quality indicators Average Silhouette Width (ASW = 0.55) and Point Biserial Correlation (PBC = 0.80) (Studer 2013). Whereas solutions with six or seven clusters scored somewhat better on ASW, we decided on eight clusters because it showed relevant differences between patterns where switches between industries take place. For the sequences including job changes, the optimal cluster solution was five (ASW = 0.39, PBC = 0.67). For both sequence types, the clusters are discussed in the Results section below.

Second, we calculate Elzinga’s sequence turbulence indicator for each of the three sequence types (including statuses only, including industry changes and including job changes). Turbulence is a measure for within-sequence complexity (Elzinga 2010; Elzinga & Liefbroer 2007). For each sequence, turbulence $T$ can be calculated as:
where \( s^2_t \) stands for the variance of the state-duration and \( s_{t, \text{max}}^2 \) is the maximum value that this variance can take based on the total length of the sequence. This maximum is calculated by:

\[
S_{t, \text{max}}^2 = (n - 1)(1 - \bar{T})^2
\]

with \( \bar{T} \) representing the mean consecutive time spent in each of the distinct states and \( n \) is the length of the distinct state sequence (Gabadinho et al. 2009). Put simpler, this indicator is based on the number of transitions within a sequence and the length of each spell spent in a certain state. The more turbulent the sequence, the less predictable the career can be considered. The higher the indicator, the more complex and unstable the career is assumed to be. An increase in turbulence across cohorts indicates destabilization. We investigate whether careers have destabilized by the three industries, genders, and levels of education (see descriptive statistics in Table 1). Level of education is divided into three categories: lower (no formal degree or lower secondary education only), intermediate (upper secondary or lower tertiary), and higher (tertiary and beyond).

Third, we investigate whether heterogeneity has increased between individual careers, i.e. whether there are signs of career de-standardization. Here, we use a state entropy indicator that measures the dispersion between states at each age. It is calculated by:

\[
b(p_1, \ldots, p_s) = -\sum_{i=1}^s p_i \log(p_i)
\]

where \( p_i \) is the proportion of cases in state \( i \) at each time point and \( s \) represents the possible number of states (Gabadinho et al. 2009). Entropy can take values between 0 and 1, where high values mean high dissimilarity between individuals and low entropy means that a large proportion of the population is in the same state at a certain age. An increase in entropy across cohorts indicates de-standardization of careers. We calculate the state entropy for each of the three sequence types at each age between 30 and 44 for five groups of consecutive birth years: 1958–1960, 1961–1963, 1964–1966, 1967–1969, and 1970–1971.

All cohort participants are selected to the data at the age of 30 and followed up until the age of 44.

**Results**

Figure 3 shows the state distribution plots for the three types of career sequences: with labor market statuses only (3a), with changes in industries included (3b), and with changes between jobs included (3c). Age is plotted on the x-axes. The y-axes indicate the proportion of people within a certain state. At age 30, the entire study population...
Figure 3(a) State distribution plot including changes between labor market statuses only.

Figure 3(b) State distribution plot including changes between labor market statuses and industries.
is employed in one of the three industries and with their first employer within this timeframe. It is important to note the relative stability of careers. At age 44, around 90% of the study population is employed (3a), around 50% is employed in the same industry as at age 30 (3b), and 20% is employed with the same employer (3c). Only a relatively small proportion of the population is unemployed or outside the labor market at each age.

Figure 4a shows the results for sequence and cluster analysis of careers including changes to a different industry than at age 30. The first and largest career type is named ‘Employment in same industry’. This represents workers who for the most part remain employed in the same industry between ages 30 and 44. There are two clusters that represent apparently permanent changes to a different industry. In the ‘Industry switch’ cluster this occurs at an earlier stage than in the ‘Industry switch – late’ cluster. In the ‘Return to same industry’ cluster, people return to their original sector of employment after a period of employment elsewhere. There are three clusters characterized by unemployment. In the ‘Long unemployment’ cluster, the majority of individuals are in unemployment throughout most of the follow-up period. In ‘Late unemployment’, unemployment does not occur immediately, but sets in somewhere between ages 30 and 40. Those in the ‘Unemployment – industry switch’ cluster mostly switch to a different industry after unemployment. Finally, there is a cluster consisting of those mainly ‘Outside the labor market’, either on a (disability) pension or by being otherwise inactive.

Figure 4b shows the prevalence of each of these clusters among the different birth cohorts. In all cohorts the largest cluster is ‘Employment in same industry’. Belonging to this cluster is less common among the oldest cohorts, but then peaks among employees born in 1962 and 1963. After that it declines again at the expense of the career types characterized by switches in industry. The other and more fragmented
Figure 4(a) Career types including changes between industries, eight clusters, state distribution plots.

Career types are much less common and have declined across cohorts: in the 1958 cohort, they still account for 20% of all career types, yet in the 1971 cohort the figure was only around 10%. These findings show little support for an overall trend toward career fragmentation. Rather, there seems to be a cyclical effect on having a steady job within the same industry: the oldest cohorts were most likely heavily affected by the recession in the early 1990s, whereas the youngest cohorts were affected by the financial crisis of the late 2000s. Yet, fragmentation did not occur in the sense of movements in and out of the labor market, but rather by finding work in a different sector.

Figure 5a shows the results for sequence and cluster analysis of career sequences including changes between employers. The largest cluster, ‘Stable employment’, is characterized by (almost) permanent employment with the same employer. There are two clusters where employees switch jobs but have longer employment spells with their
**Figure 4(b)** Incidence of career types by birth year.

**Figure 5(a)** Career types including changes between jobs, five clusters, state distribution plots.
second (‘Intermediate attachment’) or third employer (‘Late attachment’). Employees in the ‘Unstable employment’ cluster constantly change jobs. Finally, there is a cluster characterized by greater incidence of unemployment.

Figure 5b represents the incidence of each of these clusters across birth cohorts. ‘Stable employment’ was least common in the 1958–1959 cohorts, but then increased and remained relatively stable from the 1962 cohort onwards. The ‘Intermediate attachment’, ‘Late attachment’ and ‘Unstable employment’ career types also remained relatively stable across the cohorts. The ‘Unemployment’ cluster diminished to a small percentage over time. Again, there are no signs of overall fragmentation. Employment patterns have been relatively stable since the oldest cohorts that were most affected by the 1990s recession, and careers characterized by unemployment have decreased. Yet, around 20% of the employees continue to experience unstable employment due to frequent job changes.

An examination of the results for the turbulence indicator allows us to identify the groups most affected by unstable careers. Figure 6 shows the average turbulence for each of the three career sequence types for each cohort and the three types of industry. Figure 6a shows that in all industries, the complexity of careers with labor market statuses only declined between the 1958 and 1963 cohorts and then began to rise again. When changes in industry (6b) and between jobs (6c) are included, this trend remains similar, yet the sector differences widen. Based on an examination of job changes (6c), it
seems that those in the metal sector seem to have the least stable and those in the forestry industry the most stable careers.

Figure 7 shows the differences in turbulence between men and women. Women’s careers are more unstable than men’s, yet the gap with men’s career stability remains virtually unchanged when changes between industries (7b) and jobs (7c) are added. This indicates that women’s more unstable careers are mainly due to the longer period of time spent outside employment, most likely as a result of taking time off for child care. Women do not switch industries or jobs more or less often than men.

Figure 8 shows the differences in career turbulence by level of education. Here, we see two interesting phenomena. First, the career stability of those with lower and intermediate
education seems to fluctuate more over time, while that of those with higher education is rather constant for each of the three career sequence types (8a-c). Second, higher educated employees have the lowest career instability when only labor market statuses are considered (8a) and the highest career stability when job changes are included in the analysis (8c). This finding suggests that those with higher education run a lower risk of spending time outside the labor market, whereas they are the most mobile in the labor market and change jobs more often than those with intermediate and lower education.

Finally, Figure 9 indicates changes in the heterogeneity between individual careers at each age and for five cohort groups. In all cases entropy is zero at age 30, because

**Figure 6(c)** Sequence turbulence including changes in labor market status and between employers, by birth year and industry.

**Figure 7(a)** Sequence turbulence including changes in labor market status only, by birth year and gender.
Figure 7(b) Sequence turbulence including changes in labor market status and between industries, by birth year and gender.

Figure 7(c) Sequence turbulence including changes in labor market status and between employers, by birth year and gender.

the entire study population is in the same state (employed, in the same industry and with the same employer). The entropy then rises sharply. In the case of career sequences with only labor market statuses (9a) and with industry changes (9b) included, heterogeneity reaches its peak for the oldest cohort at ages 33–35, after which it stabilizes at a somewhat lower level. Among the younger cohorts, heterogeneity stabilizes at lower levels, although in the youngest cohort there is a peak at around ages 38–39. For all three types of career sequences, there seem to be no substantial difference in state entropy by the time that the cohort turns 44. These results are not indicative of career de-standardization across cohorts. In other words, these indicators do not lend evidence for the fragmentation of industrial careers either.
Figure 8(a) Sequence turbulence including changes in labor market status only, by birth year and level of education.

Figure 8(b) Sequence turbulence including changes in labor market status and between industries, by birth year and level of education.
**Figure 8(c)** Sequence turbulence including changes in labor market status and between employers, by birth year and level of education.
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**Figure 9(a)** State entropy including labor market statuses only, by age and cohort.

![Graph showing state entropy](image)
Summary and conclusions

In this article, we have analyzed the work careers of 14 cohorts of Finnish employees in the forest, metal, and chemical industries since the late 1980s. Industrial employees’ careers are obviously not in a state of inertia, but we found no evidence of major career fragmentation across the cohorts studied. The results suggest that cyclical effects, that is, economic crises and the associated rises in unemployment, continue to remain the dominant driver of career instability. The crisis of the 1990s had particularly adverse effects on industrial workers’ careers. This is seen in our findings in that the sequence
turbulence indicator peaked among the cohorts born in 1958–1960, who were followed up in the years around the 1990s recession. Again, the indicator somewhat increased among the most recent cohorts followed up in relation to the financial crisis after 2008. Despite these disruptions, industrial careers have remained surprisingly stable.

However, this is not to say that careers in Finnish industry are immune to fragmentation. According to theories of job polarization, global competition (labor market deregulation), deindustrialization (a shift from manufacturing to services), and technological development (automation and digitalization) are all affecting employment in occupations in the middle of the skill distribution. These developments have to a large extent affected export industries – which of course have themselves actively contributed to these developments. Yet the underlying mechanisms often remain undiscussed: how does technological change translate into changes in employment and careers?

Within individuals work tasks, there is an empirically observed ‘shift toward analytical and interactive activities and away from cognitive and manual routine tasks’ (Spitz-Oener 2006, p. 236), leading to propositions of job polarization that should swell the upper and lower ends of the occupational skill distribution. Yet within jobs, workplace tasks are adjusted to and employees adjust to the new skill requirements: firms’ productivity and competitiveness are boosted; and hence the demand for labor in new sectors and occupations is created at the macroeconomic level and ‘large job losses remain unlikely’ (Arntz et al. 2016, p. 23–24). Instead of career outcomes, therefore, there may be changes in industrial job tasks.

Another explanation can be sought from the tendency toward ‘deregulated flexibility’ (Allvin et al. 2013) in the organization of work in the industries concerned (as discussed in connection with Figure 2). As a result of declining overall employment rates, probably due to the outsourcing of services during the time span of our analysis (Figure 2), it is possible that the structure of the workforce directly employed by industrial firms has changed between the cohorts. In the cohorts born toward the end of the time span covered in our analysis, the number of low-skilled workers directly employed by industrial firms may have fallen, leaving only the core labor force in place. This core labor force may be increasingly competent and involved in developing new technology, for example, shaping their own opportunities regarding career stability. Unfortunately, the ISCO occupational classification is not available for all the years under study so that we could compare our industrial employee cohorts in more detail. Another underlying process is the potential risk faced by lower-level white-collar employees of being replaced by automation or higher-skilled employees.

Given the high overall share of those employed at the age of 44 in all cohorts, there is a strong line of continuity in Finnish industrial employees’ careers. We are not in the position to explore major disruptions or abnormalities in their careers, other than that caused by the recession of the early 1990s. The same theme of continuity is also evident in the old drivers of segmentation between employees at different skill levels. Namely, employees with the lowest educational level showed the highest turbulence in employment status, that is, the largest number of transitions between employment and unemployment at all points of time. Highly educated employees, for their part, were most mobile in terms of changing employers, which can be interpreted as voluntary job-to-job transitions (see Bachmann & Felder 2018), without any increase in unemployment. Another continued driver of segmentation is gender: women were much more likely to remain outside employment. We assume that women were more often in more
contingent working conditions in lower occupational categories, which is most typically the case in the industrial sector (Kauhanen & Napari 2011).

Despite some unemployment and frequent job-switching, industrial employees were mobile but able to find new jobs, a result that is in line with earlier findings that show surprisingly high rates of re-employment for unemployed routine workers (Böckerman et al. 2012) and those laid off (Jolkkonen et al. 2012). Nevertheless, our results indicate that employees who belong to the ‘primary segment’ or the ‘core labor force’ in the industrial sector (men, highly educated) continue to have better opportunities to negotiate their position and change employers, whereas lower educated workers are more vulnerable to the effects of economic crises.

Although our study covers a relatively long period of time, it still seems too short to capture all the effects of economic fluctuations and demographic changes. Our analysis is to some extent affected by selection bias: as we chose to focus on employed industrial workers in different starting years (see Table 2; Figure 4b; Figure 5b), the share of those omitted is dependent on the overall unemployment rate. Cohorts who entered our analysis in the early 1990s, i.e. during the deep recession, are a particularly selected group of employees. In the 1990s, the overall employment rate was at an exceptionally low level at around 60% (OSF, 2017a). In the future, we will continue our analyses by comparing the results to the different cohorts’ overall labor market situation. Earlier studies have as yet found no evidence of an overall fragmentation of careers over time (Biemann et al. 2011; Hollister 2011; Van Winkle & Fasang 2017).

Since the educational level of the cohorts (1958–1971; OSF, 2017b) included in our comparison has increased, one might have expected to see this period effect to stand out in the results and higher educated, younger cohorts become ‘better-off’ in terms of labor market outcomes. Overall, it is possible that the need for more advanced skills has increased in the employing firms, which would explain the stable career outcomes. At the firm level, recruitment and reward policies (Buchmann et al. 2010) as well as opportunities for on-the-job learning (Boockmann & Steffes 2010) shape the opportunities that individuals have with regard to career development. In this study we did not estimate any statistical differences or explore interaction effects between cohorts and educational levels, and therefore in the future we need to look in closer detail at the cohort effects. Other background factors may also affect the seemingly stable careers of cohorts of industrial employees. In the future it is important that we examine establishment and firm-level factors more closely, namely the finances and technology and R&D investments made by employing organizations. We may expect that the profound changes ongoing in the operating environment are in some way connected to new social divisions at the employee level, and that they also affect firms’ survival and growth.

We also expect, however, that productivity gains, after investments in new technologies, will provide a stronger competitive advantage, fostering the organization’s profitability and organic growth and therefore also benefiting individual employees’ skill enhancement. When a company invests in technology and R&D in particular, there may be a positive effect on job stability in so far as it increases individuals’ employability by means of positive skills development (see discussion: Böckerman et al. 2012; Kerr et al. 2019). We assume that the overall stability of industrial employees’ careers over time, as highlighted in our results, can mainly be explained by the accumulated knowhow, highly skilled staff, and long experience of high-standard product development in Finnish industrial firms.
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