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Diktaroriske befolelser
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Peter Juel Henrichsen

Dansk Sprognaevn

To kendte russiske historikere Andronik Mirganjan og Igor Klamkin tror ikke, at Rusland
kan udvikles uden en "jernnave". De havder, at Ruslands vej til demokrati gir gennem
diktatur. I en af deres artikler hedder det: "I et autoritert regime lagdel samfundet og
forskellige interesser modnes. Og ndr deres repraesentanter er parate til at ga i struben pa
hinanden, s stopper en “jernnaeve” det. P4 den made skabes hele tiden betingelserne for

en harmonisering af interesser og folgelig for demokratiske reformer".

Og de tilfojede: "Netop fordi vi end ikke har et kim af civilt samfund, var vi imod
Folkekongressen. Bortset fra illusionen om demokrati kunne den ikke give noget reelt. Det
kunne den ikke helt objektivt. Det var slet ikke pa grund af apparatets leenker. Illusioner er
farlige. De foder skuffelser og leder til sidst til en destabilisering af samfundet, hvad vi
allerede har set og desvearre vil komme til at se mere af." De mener, at Folkekongressen

skal give praesidenten diktaroriske befolelser.

Det danske PAROLE-korpus (to forste afsnit)’

1. Det Centrale Ordregister — en introduktion
Det Centrale Ordregister (COR) er et register for det danske ordforrdd. Hvert dansk ord har

(eller kan f4) et COR-nummer der fungerer som ordets leksikalske holdepunkt.

! PAROLE-korpusset bestér af sma, ukomplette tekststykker og kan derfor citeres frit iflg. citatretten (se Link3
2023). Tekststykket er citeret fra en artikel i Det Fri Aktuelt d. 1/12 1992 (n&rmere info herunder).
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’To’ / COR.01528.600.01
’kendte’ / COR.18159.303.01
’russiske’ / COR.22261.303.01

*historikere’ / COR.58774.112.01

Her ses de forste fire ord i det danske PAROLE-korpus annoteret med COR-numre (herfra
kaldet links). Et COR-link bestér af praefikset "COR" efterfulgt af tre numeriske indekser.

COR . <lemmaindeks> . <bajningsindeks> . <variantindeks>*

Lemmaet russisk har altsd lemmaindekset 222 61 mens historiker har 5877 4. Begjningsindekset
viser ordets morfologiske klasse og bejning, fx star 112 for bejningen sb.fk.pl.ubest (i Retskriv-
ningsordbogens notation) mens 303 star for adj.pl. Sidst 1 artiklen findes en tabel over de bgj-
ningsindekser der forekommer her i artiklen (den fulde definition ses i ordregister.dk, bdde som
tabel og som opslagsfunktion).

Sével lemmaindekser som bgjningsindekser er entydige, dvs. to forskellige lemmaer vil
altid have to forskellige lemmaindekser, og tilsvarende har forskellige bgjningsformer
(fx ’russiske’sgvest 0g ‘russiske’pl) altid forskellige bejningsindekser (hhv. 302 og 303). Tekst
der er annoteret med COR-links, er altsa fri for homografi og er dermed lettere at databehandle
(for bade mennesker og computere).

COR-annoterede tekster er gode korpusressourcer — bedre end de velkendte Part-of-
Speech-taggede korpora. PoS-tagging er, som bekendt, en af de hyppigst anvendte metoder til
forberedelse af inputtekst til maskinoversattelse, talesyntese, tekstbehandling og mange andre
slags NLP (Natural Language Processing). Ulempen ved PoS-tagging er at selve tagdefinitio-
nen, altsa de tags som man klassificerer tekstens tokens med, varierer fra det ene projekt til det
naste. En grov ordklassebestemmelse er fx nok til at stette en talesyntese mens et tekstbehand-
lingsprogram med grammatikkontrol behever en meget finere morfologisk klassifikation. To
korpora der er annoteret med forskellig tagdefinition, er besverlige at legge sammen, i praksis

ofte umulige (Kirchmeier et al. 2020). En af fordelene ved COR’s standardiserede bgjnings- og

? Variantindekset bruges i de tilfelde hvor ortografien tillader flere forskellige stavninger af den samme ordform
(fx “ressource” eller ’resurse”, “allevegne” eller “alle vegne”). Lemmaindekser har 5 cifre, bgjningsindekser har
3, variantindekser har 2. Det faste format ger indekserne lette at genkende i artiklens eksempler. Formatet gelder

i grundregisteret, emnet for denne artikel, men ikke for alle COR-ressourcer (omtales herunder).
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lemmainformation er at COR-annoterede sprogressourcer lavet til projekt A og projekt B
umiddelbart kan leegges sammen og bruges som korpus i projekt C, uanset hvilke forskelle der
matte vaere mellem A, B og C’s formél og metoder.

COR-links er mere informationsrige end PoS-tags. En COR-annoteret tekst afbildes pa
en PoS-tagget tekst simpelthen ved at fjerne lemmaindekserne. Fjerner man dertil de to sidste
cifre 1 bejningsindekserne, stdr hovedordklasserne tilbage (1 for substantiver, 2 for verber, 3
for adjektiver osv.). Har man brug for en lemmatiseret tekst, fjernes i stedet bgjningsindekserne.
Pé den made erstatter COR-linking sdvel PoS-tagging som lemmatizing.

Variantindekset spiller en mindre rolle, og vi udelader det i resten af artiklen for laeselig-
hedens skyld; men faktisk kan ogsé dette indeks gore nytte for eksempel som input til et tekst-
behandlingsprogram med stilkontrol (forfatteren er fx tilbgjelig til at flakke mellem varianter-

ne ’resurse’ og ‘ressource’, og her ville en loftet pegefinger vare rart).

I artiklens forste del praesenterer vi COR's grundregister (COR1), som alle andre COR-res-
sourcer refererer til. Man kan frit downloade COR1 og andre COR-relaterede sprogressourcer
(ordbeger, korpora, vaerktej etc.). En af de nyeste tilfojelser er PARC, det danske PAROLE-
korpus® med COR-annotation, der har leveret teksteksemplerne til denne artikel. I artiklens
sidste del giver vi et overblik over de vigtigste COR-ressourcer og -metoder, med omtale af
bl.a. automatisk COR-linking og praktiske COR-anvendelser i sprogteknologi. Vi ma erkende
at det bliver et hastigt flyby, men vi hiber at laeseren far lyst til at folge referencerne til de

uddybende publikationer.

COR-ressourcer kan downloades fra www.ordregister.dk, som ogsa giver adgang til forskellige

online-tjenester sdsom leksikalske opslag i COR1.

2. Nogen tekst er darligt input

Computere har sveert ved at arbejde med naturligt sprog. Sproget er fuldt af flertydigheder, som
vi mennesker navigerer sikkert imellem takket vere vores forstielse af andre menneskers
intentioner; computerprogrammer, derimod, opfatter ethvert inputelement som et entydigt data-
punkt uanset om det drejer sig om et ord, et ciffer, en lydsample eller en pixel. Nar et NLP-

program fér galt fat pd et ord, giver det tit anledning til folgefejl af en karakter som mennesker

3 Den oprindelige projektbeskrivelse for PAROLE indebar at alle tokens skulle bevares pracis som de forekom i
kildeteksterne. Korpusset er rigt pé stavefejl og andre anomalier og derfor en god kilde til *gkologiske’ tekstprover.
Laes om PAROLE i Bilgram et al. (1993, 1998), Keson (1999) og Henrichsen (2002).
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aldrig ville bega, fejl uden en gnist af fornuft.

Nar MS-Word’s stavekontrol leser ordet hundehvalpenne’, bliver det godkendt selv 1
konteksten “kattekillingerne og hundehvalpenne drak af samme vandskal”. Ordet kan analyse-
res som et kompositum ’hunde-hval-penne’ og er dermed et velstavet ord, pedantisk betragtet.
En satning som ’killingerene og hvalpenne drag ad same skol” giver ikke anledning til en
eneste kommentar fra funktionen Stave- og Grammatikkontrol. Alle ordene er jo velstavet
(med ’skol” som imperativ). Der er ikke megen hjelp at hente for hverken dyslektikere eller
andre.

Men stavetjekkerne er ikke verre end resten af NLP-familien. Hvis man siger til
Siri: ”Peren 1 lampen er sprunget, hvor kan jeg kebe en ny peare?”, svarer hun “Jeg ved ikke

hvor der er en grenthandler”. Og hvis man serverer denne tekst til Google Translate:

”Jeg har lige vearet til to studenterfester. Laerkes var fed. Majs var dedssyg.”

og beder om at f4 den oversat til engelsk, sa vender Translate tilbage med denne tekstperle

7] just went to two student parties. Larks were fat. Maize was deathly ill.”*

Translate har &benbart forvekslet den intenderede form ’Majs’prop.gen med dens homo-
graf *majs’sb.fk.sg.ubest mens *Laerkes’prop.gen €1 forvekslet med ’leerkes’sb.fk plubest (Som ret beset er
et uord).

Skal man pege pa én grundleggende udfordring som naesten alle slags sprogprogrammer
lider under, uanset om de behandler tekst eller tale, sa er det at de danske ordformer kun
sjeldent er leksikalsk entydige (ganske s@rligt de kortere ord). Det problem loser NLP-udvik-
leren, som for nevnt, ved at tagge hvert teksttoken, fx morfologisk, prosodisk eller terminolo-
gisk, ud fra sit eget formal. Der er mange annotationsstandarder i brug i de danske NLP-
vaerksteder 1 dag (Kirchmeier et al. 2019). Alt for mange. Det kan alle blive enige om. Derfor
har den felles og versatile annotationsstandard — lige relevant til alle NLP-formal — veret et
mal for datalingvistikken gennem mindst fire artier. Desverre er vi ingen vegne kommet, og
derfor star vi i dag med et pletora af inkompatible tekstkorpora. En nylig undersegelse (Kirch-
meier et al. 2020) konkluderede at, ud af 100+ store danske korpora skabt for offentlige midler

gennem de seneste 30 ar, har kun omkring fem relevans i dag. Resten er endt pa datakirke-

4 Afprovningen af MS-Word (aktuel version distribueret af Statens-IT), Google Translate (i Chrome) og Apple’s
Siri (afprevet pa ipad, ny model 2022) blev foretaget d. 5/1 2023.
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garden, ikke mindst pa grund af inkompatible annotationsformater.
COR-linking blev udviklet som et versatilt alternativ. Vi vender tilbage til hvordan COR-

baseret tekstbehandling kan bruges mod homografblindhed (som i eksemplerne herover).

3. COR’s grundregister

COR’s grundregister, kaldet COR1, er afledt af Retskrivningsordbogen og tildeler hver af
RO’s godt 530.000 ordformer et unikt COR-indeks. RO daxkker, ifelge sine
redaktionsprincipper, det almene danske ordforrad forstaet som de ord der (7) benyttes i hele
samfundet (dvs. ikke er typiske for bestemte alders- eller samfundsgrupper), (ii) foreckommer
stabilt over tid og (iii) generelt ikke refererer til specifikke organisationer, sagsforhold,
produkter og personer (Jervelund et al. 2012). Den offentlige sektor er forpligtet til at folge
RO’s ortografi i skriftligt arbejde, fra ministerierne til folkeskolen (iflg. Lov om Dansk
Retskrivning, se ref. Link2 1997). RO er — ifolge sine selektionskriterier, informationstyper og
status som ortografisk norm — relevant for nasten alle typer af NLP-applikationer og er dermed
det naturlige fundament for Det Centrale Ordregister.

Her er nogle eksempler (fra PARC) der viser hvordan homografer kan adskilles med
CORI1-links, selv 1 tilfeelde hvor der ikke er forskel pa deres stavning og begjningsparadigme.
Hvis COR-linking skal sl an for alvor, er der imidlertid to spergsmal som méa besvares:
Hvordan linker man et token som ikke forekommer i COR1? Og hvorfra skal NLP-applika-
tionen hente de arter af leksikalsk information som ikke findes i RO (stavning, bgjning og

sammens&tningspotentiale)? Det ser vi naermere pa i de naste afsnit.

4. COR-linking af det ukendte token

Nér man afprever en almindelig PoS-tagger pa en tekst, far hvert eneste token et tag, selv de
sereste stavefejl. Det ukendte token er ikke et principielt problem for en tagger, den skal bare
klassificere det ud fra dets materielle lighed med kendte tokens. Linkeren, derimod, er forpligtet
til at finde et leksikalsk mal til hvert eneste token. Lad os tage nogle konkrete eksempler. I
PAROLE-citatet forst i artiklen er der tre tokens (foruden proprierne) som ikke findes i
CORI1: ’jernnaeve’, ’diktaroriske’ og ’befolelser’, og desuden ogsd formen ’lagdel’ der ikke
synes at passe 1 sin syntaktiske sammenhang. Disse fire anomale tokens kan annoteres pa for-
skellig mide 1 COR, afhangigt af hvilken status man ensker at tillegge teksten; er den fx
kanonisk, et *vark’, sd alle tokens skal tages bogstaveligt, eller er den et lebende input til et

tekstbehandlingssystem som skal granskes og rettes?
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Der er i alt fald seks méder at COR-linke det ukendte token pa, som alle bidrager med
forskellig teksttolkning og dermed tilgodeser forskellige typer af NLP. Tabel 1 kobler de

forskellige varianter og NLP-typer til hinanden og giver eksempler pd de enkelte varianters

relevans.
Variant ’jernnzeve’ "lagdel’ “diktaroriske’ "befolelser’ NLP-
relevans
afvisning |(00000.000 |00000.000 00000.000 00000.000 —
PoS- 00000.110 |00000.204 00000.303 00000.112 tegnsatning
tagging
korrektion | 37419.204 29293.303 77788.112 stavekontrol
oversattelse
abstraktion| 37419 _ _ emnesggning
resumering
analyse (97002111 |_ _ [be-]11[30029 |talesyntese
[98252.110 ] leeremidler
] [-else] [-r]
accept PARC.p.110 |[PARC.qg.204 |PARC.r.303 |PARC.s.112 |tekstkanon

Tabel 1. COR-linking af det ukendte token — seks forskellige tilgange. Id’er af typen PARC.p.110 er
forkortelser af COR.PARC.p.110 (osv.). Symbolerne p, g, r og s er lemmaindekser i ordbogen

COR.PARC. Den hgjre kolonne giver eksempler pa relevante NLP-formal.

De seks tilgange til annotation af det ukendte token har forskellige fordele og ulemper. Her mé
vi ngjes med at give nogle stikord, men reelt afspejler de en grundlaeggende holdningsforskel

til teksten.

Afvisning. Blot at konstatere at et ukendt token er out of vocabulary (ofte kaldet OOV) er det
mindst risikable, men ogsé det mindst veerdiskabende valg.

PoS-tagging. Hvis formalet er at forberede en tekst til automatisk tegnsatning (kommatering),
er en klassisk PoS-tag et naturligt valg. I COR-termer svarer det til kun at instantiere bgj-
ningsindekset og lade lemmaet forblive ukendt.

Korrektion. En automatisk oversatter er athengig af en egentlig korrektur, altsd en erstatning
af det ukendte (eller fejlbgjede) token med et kendt alternativ.

Abstraktion. Denne tilgang er komplementar til PoS-tagging: at identificere lemmaet, men
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ikke bejningen. Automatisk tekstresumering og emnesggning refererer typisk kun til lemmaer,
ikke bgjningsformer.

Analyse. En talesyntese omsatter tekst til lyd, med lydskrift som mellemled. Udtaleordbogen
er ofte et 'morfemikon’ med udtaleregler for morfemer snarere end fuldformer. Det ukendte
token skal derfor analyseres i morfemer, sa langt som muligt.

Accept. I de fem forste tilfeelde er det ukendte token tolket som en tekstfejl. Men hvad hvis
inputteksten er ’kanonisk’, altsd fejlfri a priori? I det tilfelde skal der oprettes en ny COR-
ordbog til supplement af COR1 (in casu ordbogen COR.PARC), og det ukendte token linkes til
et helt nyt leksem.

5. Nye COR-ordboger

COR’s grundregister dekker naturligvis ikke det samlede danske ordforradd (hvordan det end
bestemmes), og derfor er det nedvendigt ogsé at kunne linke ud af COR1. Oplagte eksempler
pa leksemer der er svagt reprasenteret i COR1, er proprierne og numeralierne, som RO kun
dakker neadterftigt. COR1 mangler ogsé fagord, fremmedord, neologismer, samt en ubegrenset
mangde af komposita. Dertil kommer interpunktionstegnene, som sprogfolk ganske vist ikke
regner for rigtige sprogtegn (med Victor Borge som en undtagelse), men som ikke desto mindre
baerer syntaktisk information der er uhyre relevant for NLP. Hvis COR-linking skal vaere sit
salt veerd, mé ethvert teksttoken derfor kunne fa et link. I dette afsnit diskuterer vi hvordan nye
ordbeger kan fojes til COR-systemet og give NLP-programmerne mulighed for at importere

leksikalsk information fra mange sider.

Vi har allerede nevnt den nye ordbog COR.PARC (se tabel 1), der dekker de ordformer i
PAROLE-korpusset som ikke findes i COR1. Korpus PARC kan downloades fra ordregister.dk,
ligesom ordbegerne COR.PARC og COR.XP, sidstnevnte med COR-indekser for alle de

almindelige interpunktionstegn, fx

! /COR.XP.1.03
, /COR.XP.2.01

(/COR.XP.8.02

For at gere en eksisterende ordbog COR-kompatibel skal hver enkelt leksikalsk indgang blot
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forsynes med et unikt COR-indeks efter visse formelle regler’. Nér alle indgange er indekseret,
kan man sikre at ordbogen 1 sin helhed er formelt COR-kompatibel ved hjelp af Sprognaevnets
COR-vearktej. Nir en ny COR-kompatibel ordbog er klar, kan man velge at distribuere den
frit; men alternativt kan man ngjes med at udstille dens opslagsord og holde den leksikalske
information skjult bag en licens- eller betalingsmur (se tabel 2). P4 den made kan fx en salgs-
virksomhed gore opmaerksom pa sit leksikalske produkt, dets omfang og dekning, uden at

offentliggere indholdet.

Artikler COR-indeks CORI1-afbildning

COR.70250 [bouillon] €=
COR.OPEN.SMOVS.702

50 COR. 96878 [kapital]

HNINSONI'TV.LHY

COR.22093 [adj. genert]

COR.OPEN.SMOVS. 600 COR.32735 [vb. undgé]

58
COR.60058 [sb. gelé] €
COR.73562 [sb.
vanddamp]

Tabel 2. Firmaet Smovs-i-Sovs har udgivet en COR-kompatibel ordbog. Tabellen viser to af ordbogens
artikler ("fond” og sky”’) med deres COR-indekser. Hvor det giver mening, kan indekser i ordbogen
afbildes pa COR1 (fx COR.OPEN.SMOVS.70250 — COR.70250). Dermed kan firmaets sovse-app
importere leksikalsk info fra RO uden at blive vildledt af de mange homografer til *fond’ og ’sky’.
Bemark at Smovs-i-Sovs (kun) har offentliggjort oplysningerne til hejre for betalingsmuren; de

fungerer som reklame for den nye ordbog. COR-annotation kan séledes ogsé vere en forretningsmodel.

Der findes, 1 skrivende stund, omkring 10 COR-kompatible ordbeger og korpora der er
offentligt tilgaengelige (heriblandt COR1 og PARC). Mange flere er pa vej. Sprognavnet arbej-
der pd at COR-annotere det storste frit tilgengelige tekstkorpus i Danmark, nemlig DAGW
(DAnish GigaWord-corpus; Derczynski et al. 2021). Dette korpus, der teller omkring 1 mia.

5 En ordbog er COR-kompatibel nér hver indgang har et COR-indeks af formen COR.OPEN.NAVN.ix, hvor NAVN
er navnet pa ordbogen, og ix indekserne for de informationstyper der er defineret for ordbogen. Denne type
indeksering kaldes niveau 3, og den er aben for alle. Professionelle sprogredaktioner (DSN’s reprasentantskab
iflg. Lov om Dansk Sprognavn, se ref. LINK1) har ogsa mulighed for at indeksere i niveau 2 (med linkformat
COR.NA4VN.ix). COR-ordbgger i niv. 2 forventes at veere kvalitetssikret i henhold til alm. leksikografiske
principper (Widmann 2022; Dideriksen et al. 2022).
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tokens, er hurtigt blevet et referencekorpus for dansk korpuslingvistik takket vaere sin storrelse
og tilgengelighed. En COR-annoteret version vil opgradere DAGW betydeligt som sprog-
ressource for bade forskning og udvikling.

Ogsé pa den taleteknologiske front er der nyt i vente. Alexandra-instituttet er netop géet
i gang med at udvikle Danmarks sterste frit tilgeengelige talesprogskorpus (projekt CoRal).
Over 1000 timers indtalinger vil, efter planen, blive transskriberet og tidskodet i de kommende
ar og gjort tilgeengelige for treening af akustiske modeller til bl.a. talegenkendelse. Alle trans-
skriptioner bliver COR-annoteret.

Og sidst, men ikke mindst, er en afgerende vigtig COR-ordbog ved at vare ferdig-
udviklet, nemlig en omfattende betydningsordbog udviklet af DSL (Det Danske Sprog- og
Litteraturselskab) og CST (Center for Sprogteknologi, KU), se Pedersen et al. (2022). Nar
ordbogen star klar i slutningen af 2023, vil den satte nye standarder for hvordan dansk tekst

kan annoteres semantisk — og dermed for udviklingen af NLP i retning ad kunstig intelligens.

6. COR-linket tekst som udgangspunkt for NLP
COR-linking giver et forbedret grundlag for de fleste typer af automatisk tekstprocessering. Det
galder ikke mindst tekstbehandling. Med COR-links kan man give et tekstbehandlingsprogram

med stave- og grammatikkontrol staerkere briller pa, og det giver vi her et eksempel pa.

I et autoritert regime lagdel samfundet og forskellige interesser modnes.”

Set fra et grammatisk synspunkt kan denne tekststreng ikke umiddelbart analyseres som en
velformet s@tning pd grund af det skave 5. token, ’lagdel’. En rimelig hypotese, understottet
af en rundsperge blandt kolleger, er at ordet egentlig skulle have veret *lagdeles’. En ordentlig
stavekontrol ber altsé foresla korrekturen ’lagdel’—’lagdeles’, med det bagvedliggende argu-
ment at setningen dermed bliver normaliseret bade syntaktisk og semantisk. Med den COR-
linkede tekst som udgangspunkt kan man opstille det folgende formelle reesonnement (som kan

overlades til en computer).

1 Teksten kan ikke, som den stér, analyseres som en sa@tning. Det antages at arsagen
er en stavefejl. Der gives derfor licens til at @ndre ét token; korrekturen skal dog
vaere realistisk (begrenset til nogle fa bogstaver og ogséd pa anden mide minimal).
Denne licence to change kalder vi LiC.

2 Der er to s@tningsled (forstdet som kongruensdomener) som kan identificeres
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sikkert vha. COR-annotationen: [’et’ ’autoritert’ ’regime’] og [’forskel-
lige’ ’interesser’]

3 Tekstens 7. token er "og’970. En 970 er (sideordningskonjunktion) knytter to kon-
gruerende led sammen.

4 Konjunktionsfrasen [V ’og’ H| har tre mulige hejreled: H=[ forskellige’]ar ,
H=["forskellige’ ’interesser’|np og H=[ forskellige’ ’interesser’ ’modnes’]s. Den
forste mulighed kan ikke finde et kongruerende venstreled V' (modulo LiC, altsa
selv efter én korrektur); den anden kan godt kongruere med et venstreled,
J=[’samfundet’np, men det abner stadig ikke for en s@tningsanalyse (mod. LiC).
Det tredje H-led tillader derimod en fuldsteendig setningsanalyse (mod. LiC). Med
korrekturen ’lagdel’s7a19—’lagdeles’37a19204 kan teksten analyseres som
[ [ ’T"..’regime’ ’lagdeles’ ’samfundet’ ]s ’og’ [’forskellige’,’interesser’,’mod-
nes’]s |s.

5 Der udskrives et forslag til brugeren: korrekturen ’lagdel’—’lagdeles’, evt. med en

motiverende note.

Rasonnementet i 1-4 viser sig altsd at fore til et velmotiveret korrekturforslag. I modsat fald
kunne man have lesnet LiC og givet flere frihedgrader. Arten og graden af korrektur kunne
endda prasenteres som et valg for brugeren af tekstbehandlingsprogrammet.

Ogsd korrekturerne ’diktaroriske’—’diktatoriske’ og ’befolelser’—’befojelser’ kan
understottes med COR-baserede resonnementer; den sidstnavnte vil dog forudsatte en COR-
ordbog med ret sofistikeret betydningsinformation. Vi venter spaendt pA DSL og CST’s mag-

num opus.

7. Automatisk COR-linking
Indtil nu har vi diskuteret nytten af COR-links, men ikke fremstillingen. Hvordan COR-linker
man en tekst 1 praksis? Mindre tekststykker til grammatisk analyse og undervisningsmaterialer
kan man naturligvis handlinke; men til korpusannotation og NLP-udvikling er automatiske
metoder et must. Sprognavnet har derfor udviklet et program til tekstannotation i stor skala, en
sakaldt /inker. Linkeren fungerer som en input-output-automat; den tager en tekststreng som
input og udskriver teksten med hvert token annotereret med et COR-link.

Rent teknisk sker det ved at hvert teksttoken, som en indledende gvelse, annoteres med
alle de links som er mulige i CORI1. For eksempel har ’sky’ ikke mindre end ni alternative links

(tjek selv 1 ordregister.dk). Nar ’sky’ forekommer som token i en sammenhangende tekst, er
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otte af de mulige links altséd forkerte og skal fjernes. Algoritmen bag COR-linkeren kan
beskrives som et loop, en stadigt gentagen analyse af teksten in toto. For hvert gennemlob
fjernes ét link, og dermed @ndres ogsé beslutningsgrundlaget for den felgende iteration. Bliver
man ved leenge nok, star teksten til sidst tilbage, feerdiglinket.

Sprognavnets COR-linker har faet navnet CLINK (af oplagte grunde), og programmet er
p-t. i version 1.0. Denne version bruger tre forskellige strategier, kaldet LSYN (lokalsyntaktisk
analyse), CTXT (kontekstanalyse) og FREQ (frekvens). Hver af de tre strategier er implemen-
teret som et selvstendigt modul. LSYN rasonnerer efter klassiske syntaktiske principper (som
1 afsnit 6) hvorimod CTXT benytter semantiske associationer mellem lemmaer uden at skele til
bejningen. FREQ foretager bare simple opslag i en frekvensordbog. De tre moduler er serickob-
let, sadan at det ene moduls output er input til det naeste. Man kan eksperimentere med at &endre
pd deres rekkefolge, og desuden kan man skyde nye moduler ind. For tiden arbejder en af
Sprognavnets tekniske assistenter pa at traene et neuralt net (baseret pa TensorFlow) som ogsa
kan indgd som modul. CLINK-moduler er hyggelige at programmere, og vi opfordrer alle til at
bidrage. Med hvert nyt, velskrevet modul bliver CLINK staerkere, til gavn for os alle. Las mere

om CLINK 1 ordregister.dk og referencer dér.

8. Det nye okosystem af danske sprogressourcer

Det Centrale Ordregister har vaeret under udarbejdelse siden april 2020 (pa en statslig bevilling
administreret af Digitaliseringsstyrelsen); men selve projektideen er af langt aldre dato.
Gennem de seneste 20 ar er det blevet stadigt tydeligere at Danmark er et svaert sted at overleve
som NLP-udvikler (Pedersen et al. 2011, Kirchmeier et al. 2019). Vores sprogsamfund er lille,
og vores talesprog er vanskeligt at processere som data — men det kan vi ikke gore noget ved.
Hvad vi kan gere noget ved, er tilgengeligheden af grundleggende sprogressourcer for det
danske sprog. Staten har, ind til 2020, stort set ikke bidraget til at serge for gode og frit
tilgeengelige sprogressourcer, sddan som det er sket 1 vores nabolande. Hver NLP-virksomhed
har méttet skabe sine egne sprogdata — maskinlasbare ordbeger, tekstkorpora, talematerialer,
transskriptioner og sprogmodeller. Det kan ikke undre at et firma som har ofret tusinder af
arbejdstimer pa at skabe et talekorpus for at kunne treene en talegenkender, ikke foler trang til
at dele sit korpus med andre. Derfor har danske taledata til brug for NLP stort set varet last
inde 1 firmaerne 1 artier. Hvilke chancer giver det et nyt lille firma for at teste en god ide til et
sprogprodukt og fore det til marked? Ikke mange. Det er for dyrt at komme gang nér man
begynder uden data. Som felge heraf har udviklingen af ny sprogteknologi til det danske sprog

varet begranset til mellemstore danske virksomheder og internationale kaemper. Sverige har i
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modsetning til Danmark i snesevis af mikrofirmaer med egen NLP-udvikling der drager nytte
af en raekke offentlige sprogressourcer, ligesom Norge, Finland, Island og Feregerne (Kirch-
meier et al. 2019; Simonsen et al. 2022).

Men nu er der grade i luften herhjemme. Staten bevilgede i 2020 omkring 40 mio. kroner
til udvikling af danske sprogressourcer. Nye materialer til NLP er under udarbejdelse og bliver
lebende frigivet open-source. Hold gje med Digitaliseringsstyrelsens hjemmeside www.sprog-
teknologi.dk, hvor historien om Statens inititativ bliver fortalt og de nye sprogressourcer
praesenteret.

Vi i COR-projektet (DSN, DSL og CST) mener at man som dansker har ret til sit sprog,
ogsa som materiale til NLP. Vi ser Det Centrale Ordregister som vores bidrag til den nye
demokratisering og opfordrer alle korpusejere og ordbogsredaktioner til at gore deres data frit

tilgaengelige — cum COR.
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Appendiks

1. Tabel for bgjningsindeks og PoS (komplet tabel i ordregister.dk)

Bgjningsindeks Part-of-speech
(COR1) (Retskrivningsordbogen)
100 sb.sg.ubest

102 sb.pl.ubest

110 sb.fk.sg.ubest

111 sb.fk.sg.best

112 sb.fk.pl.ubest

114 sb.fk.sg.ubest.gen
120 sb.itk.sg.ubest

122 sb.itk.pl.ubest

201 vb.inf.pass

203 vb.praes.akt

204 vb.praes.pass

214 vb.perf.part.sg.best
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300 adj.sg.ubest.fk
302 adj.sg.best.
303 adj.pl

500 prop

600 talord

880 prap

900 adv

910 art.best.sg.fk
915 art.ubest.sg.fk
970 konj

2. PAROLE med COR-links (forste 22 tokens)

To/COR.01528.600.01
kendte/COR.18159.303.01
russiske/COR.22261.303.01
historikere/COR.58774.112.01
Andronik/COR.PARC.110001.500

Mirganjan/COR.PARC.110002.500

0g/COR.00099.970.01
Igor/COR.PARC.110003.500
Klamkin/COR.PARC.110004.500
tror/COR.30425.203.01
ikke/COR.10161.900.01
JCOR.XP.2.01
at/COR.00145.970.01
Rusland/COR. 05764 .500.01
kan/COR.30580.203.01
udvikles/COR.30794.201.01
uden/COR.00053.880.01
en/COR.00831.915.01
“/COR.XP.8.04
jernnave/COR.PARC.100002.110
”/COR.XP.9.04

JCOR.XP.1.01
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