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Preface

This book contains the position papers accepted at The 7th Workshop for PhD Students in Object-Oriented Systems, which took place June 9-10, 1997, in Jyväskylä, Finland, in connection with the ECOOP'97 conference.

It is a tradition at ECOOP conferences to have a workshop for PhD students, conducted by the network of PhD Students in Object-Oriented Systems (PhDOOS). The purpose of this network is to help leveraging the collective resources of young researchers in the object community by improving the communication and cooperation between them. In a year of the PhDOOS network the workshop is the main event where we meet face-to-face. Between workshops we stay in touch through our mailing list. More information on the PhDOOS network can be found at http://purl.org/net/PhDOOS.

A conference workshop typically concentrates on a few topics chosen at the outset. For this workshop, the technical topics covered were derived from the research interests of the participants. Since the workshop had 36 participants, we partitioned the main group into several subgroups, each having a more focused research area as topic. The work in these subgroups had been prepared extensively by the participants. A little less than half of the participants had submitted a position paper. Everybody had prepared a presentation of his or her research work—a longer presentation for those participants with a position paper, and a shorter one for those who just provided a short abstract of their research work. The position papers are presented in this report. A comprehensive workshop report containing a short presentation of the research work of each of the 36 participants appear in the ECOOP'97 Workshop Reader.¹

The technical sessions in subgroups were an important part of the workshop, but there were also other activities. In plenary sessions we heard two

¹Unfortunately, the precise ISBN and LNCS numbers of the ECOOP'97 Workshop Reader were not available when this was printed.
invited speakers, had a writer's workshop, and discussed issues related to the network itself. We also had a discussion about the conditions of being a doctoral student in various countries, as a followup to an email based discussion about this shortly before the workshop.

Our invited speakers were Prof. Mehmet Aksit from the University of Twente and Prof. Peter Wegner from Brown University. They spoke about their academic lives in retrospect, their current and future research, and the PhD-getting process in general. We were impressed by wide range of experience they demonstrated and thankful for the personal remarks they made regarding our profession. We think it is invaluable to get this insight when starting a career in academia or industry.

There were a couple of plenary sessions dealing with the network itself. We felt that the network is too inactive during the year, and that communication needs to be improved. The ECOOP workshop is good, but there ought to be more of other things, too. To make this happen, the activities in the network should become a natural and indispensable part of the daily work of the members, as opposed to a beautiful idea that we can play with after having finished our real work...

We picked up the idea from the year before to review each other's papers. While the previous approach intended to have reviews only before each ECOOP conference, we now want to start a continuous review process. It should be convenient and a good habit for members of the network to receive valuable feedback from other members of the network about articles, books, or selected parts of such written work, before submitting them to a conference or publishing them. We also have to make sure that the authors feel assured their work is not "stolen" by anybody in this process. Since cooperation is a basic tool in research today, keeping the work secret is not an option. On the contrary, as soon as many people know that a particular idea or approach originally came from one group of persons, it will in fact be better protected against "theft" than without this community awareness.

The network is a great resource of knowledge and inspiration, we just have to push a little bit to make it visible, accessible and useful for each member.

Another idea was to use the Internet more intensively to get in touch on a regular basis. Real meetings are great, but difficult to arrange. Therefore we want to try out "virtual meetings" using technologies like IRC or conferencing groupware. Whether in real life or via network cables, meeting other people and getting to know them is a necessary precondition for good, lively cooperation.
A Synchronization-Scheme Using Temporal Logic
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Abstract: A new synchronization scheme based on the reflective model of objects and propositional temporal logic with operator only for the past is suggested. Using the proposed scheme, not only state partitional and state modification anomalies can be avoided, but history-only sensitiveness inheritance anomalies [Mat93b] can be reduced as well. The scheme provides the separability between implementation and synchronization code in order to overcome the above anomalies.

Introduction

The central concept of concurrent object-oriented programming is the sharing of knowledge beside concurrency. The essence of knowledge-sharing is the re-use of the descriptions of objects. The advantage of knowledge-sharing is in part that modularity increases, and also that a possibility of hierarchical structuring opens. The tools of knowledge-sharing are subtyping and inheritance. These concepts mix strongly in sequential object-oriented languages. The difference between the two concepts is in the difference between the levels of abstraction. The inheritance is the concept of the level of implementation and means code-sharing, while the subtype is a concept of the specification, the behaviour description level and the subtype hierarchy is based on the behaviour of the object instances [Ame87].

The reflective model of objects supports inheritance in a natural way, because we can subdivide the description in the reflective model into small components, which can be united with other components to form a subclass easier. On the other hand, the monolithic handling of description leads to the delegation protocol that, as we have seen, does not result in the most effective way of code-sharing.

The parallel object-oriented languages offer language primitives and/or general object level schemes to program synchronization constraints. The most often used synchronization schemes in concurrent object-oriented programming are the following:

- A logical expression belongs to each method in the case of guarded methods, and only those methods can be selected for execution, the logical expressions of which are true.
- Synchronization with enabled sets. After the execution of a method, the object always specifies the set of those messages, the answer for which can be generated in the next cycles.

In case of the application of different synchronization schemes, during the reuse of the code, various difficulties may arise, which are called inheritance anomalies in the literature. Generally, we talk of inheritance anomaly if some kind of difficulty arises out of the synchronization in the re-use of the implementation code. We can find several solutions for getting rid of the inheritance anomalies in [Mat93]. The solutions are based on the fact that the occurrence of the inheritance anomalies depends on the applied synchronization schemes. Using only one synchronization scheme, the anomalies can occur easily, while changing the schemes, they can be avoided. The localisation of the synchronization code and scheme to the given object gives an opportunity for this. Thus we can apply a completely different synchronization scheme in the sub-class than in the parent class. The distribution of the synchronization code between the objects can be done similarly to the inheritance of the methods. The above purpose can be reached for example with the use of synchronizers and transition specifications as synchronization schemes.

In the present work, a new scheme with high abstraction level is proposed, which, first of all, can be used as a specification tool, but it can be used as an implementation tool as well.

The setup of this paper is the following: in the first part, we shall give a description of the object model we work with, then a new synchronization scheme, called synchronization set is introduced and tested on new or known
problems that lead to inheritance anomalies, and finally, a proposal for implementing PATPTL formulas used in the scheme, is given.

The Object-Model

In our paper, we shall refer to the reflective model of objects of the kinds described below. In the reflective model, [Tom89] every object consists of the (recursive) composition of four objects: Meta Object, Container Object, Processor Object, Mailbox Object:

- The Meta Object manages the three other objects.
- The Container Object stores the acquaintances of the object.
- The Processor Object can change the state of the object upon receiving an enabled message from another object.
- The Mailbox Object stores asynchronously received messages (requests for method-executions) from other objects and synchronizes the object: uses a policy for choosing the next enabled message.

When the object executes a request, the Processor Object will be blocked, and no other request can be enabled until the execution has been done.

Assigning temporal logical atomic formulas to actions

In our model, like in [Ara95], a truth-value for each atomic formula will be given to every method request and method execution. For a method $m_i$, $m_j$ means both the name of the method and an atomic formula having a truth-value that corresponds to the execution state of the method in each time-point. In addition, we introduce an atomic formula $req_m$, which describes whether there has been a request for the method $m$ or not. An atomic formula $req_m$ is true until there is a request for method $m$ in the Mailbox. A temporal formula of a method expressing that it can be executed if there is no request for method $m$ and the previously executed one was method $m'$ is the following.

\[
\neg req_m \land m \leq m'
\]

Since we want to use temporal expressions for synchronization, we have to define the time-points of the Kripke-structure of the object. Since only past-time temporal operators are used, it is enough to build up a Kripke-structure up to the present. Taking this into account, the next time-point to the Kripke-structure of the object is given when a request for executing the method is satisfied. The period between two executions can be looked at as a container period, during which the atomic formulas assigned to messages are given a value representing the next time-point.

Choosing requests from the Mailbox

In our model, the Meta Object of an object tries to send a request to the Mailbox to get the next accepted request for a method after every request-execution or arrival of a new message. If successful, it makes the Processor Object execute the request.

A New Synchronization-Scheme

Further in this section, a new synchronization scheme will be presented [Blu96]. The abstraction level of the scheme is rather high, because it uses temporal logical formulas for synchronization. The scheme is an extension of the well-known guarded methods, where the constraints of a method are collected in a set so that they can be expanded when inherited. Using the scheme, the state modification and the state partitioning anomalies [Mal93b] can be resolved and the history-only sensitivities anomalies radically reduced.

Past-Time Propositional Temporal Logic (PTPTL)

In the model, PTPTL formulas are used to give constraints for method-execution. Past-time operators of PTPTL are similar to those used by [Ara95], extended with operators $atprev$, $atless$, $atw1$, and $atf1$. For a Kripke-structure $K$ [Kro95] and a time-point $i$, the semantics of the operators can be defined in the following way:

\[
\begin{align*}
K_i(a\, atprev\, b) &= t \\
& \text{iff for the largest } j < i \text{ where } K_j(b) = t, \ K_j(a) = t.
\end{align*}
\]

\[
\begin{align*}
K_i(a\, atless\, b) &= t \\
& \text{iff } K_j(b) = t \text{ for some } j < i \text{ and } K_i(a) = t \ \forall k: j < k < i \\
& \quad \text{or } K_j(a) = t \ \forall k: 0 \leq k < i.
\end{align*}
\]

\[
\begin{align*}
K_i(a\, atw1\, b) &= t \\
& \text{iff } K_j(b) = f \text{ for some } j < i \text{ and } K_i(a) = K_j(b) = t \ \forall k: j < k < i.
\end{align*}
\]

\[
\begin{align*}
K_i(a\, atf1\, b) &= t \\
& \text{iff for all } K_j(b) = t \ (j < i) \text{ there is } j \leq i \text{ such that } K_j(a) = t.
\end{align*}
\]

Synchronization Sets

In the model developed, the key structure is a set consisting of the elements (called synchronization elements),

\[
\{ \text{method_name, } tf \text{ set} \}
\]

where method_name denotes a method of the object and tf_set is a set of PTPTL formulas. Every object has exactly one synchronization set by which the methods of the object can be synchronized.

Definition 1: A set $tf$ set of PTPTL formulas is called true at a time-point of a Kripke-structure, if each formula in the set is true.

Taking an object $O$ with a synchronization set $S$, a request req_method1 in the Mailbox may be satisfied:

1. if there is an element in $S$ the method of which is $method1$ and its formula set is true,
2. if there is no element in $S$ the method of which is $method1$.

Evaluating Temporal Formulas

A PTPTL formula can be easily evaluated at the present without changing the synchronization variables. In our model, a temporal formula can change its present value, because requests for methods can change the values of atomic formulas belonging to them (See Figure 10.). But this change is not confusing, since most of the temporal operators are affected by the past time-points and the values of atomic formulas at the past time-points are unambiguous. We can view it as a trying period of a time-point, where we can test how the formulas are changed by atomic formulas. When one of our requests is satisfied, we view it as a new time-point to which the values set during the period belong.

![Figure 10. Assigning atomic formulas to a new time-point](image-url)
Operations with Synchronization Sets

In case of inheritance, the synchronization set of the descendant objects can be established by using the following operators on synchronization sets:

Let $S_1$ and $S_2$ be two synchronization sets and $MS$ is a set of method names and $ef_{set}$ is a set of PTT formulas, then:

a. $S_1+S_2$ means the union of sets $S_1$ and $S_2$

b. $S_1+MS$ denotes the union of the formula sets of those elements of $S_1$, that first element of which is a member of $MS$. If $MS$ contains all of the methods of $S_1$, then this may be denoted in short by $S_1+ef_{set}$.

For example, let $S_1=\{\text{method1, form1, form2}\}, \{\text{method2, form3, form4}\}$

$S_1+MS=\{\text{method1, form1, form2, method2, form3, form4}\}$

Applying the operator $+$, the descendant object can revise the synchronization set of the ancestor object by adding constraints to the methods that are independent of those used in the ancestor object. With the operator $+$, more constraints can be added to the constraints of the ancestor.

Remark: Combining operators $+$ and $\oplus$, we can absolutely revise the constraints inherited from the ancestor, if we use the operator $\oplus$ with set $\{\text{False}\}$ and establish the new constraints using operator $+$.

Using Synchronization Sets to Avoid Inheritance Anomaly - some examples

Partitioning of Acceptable States Anomaly

Since the synchronization set is an extension of guarded methods, this kind of anomaly can not occur [Mat93].

Modification of Acceptable States Anomaly

The classical example for this kind of anomaly is in [Mat93]. Consider an abstract mix-in class Lock capable to lock and unlock. Inheriting the class Lock together with another class $C$, the descendant object can lock and unlock its methods. In the example, the class $B-buf$ is an implementation of the bounded buffer, which we want to be lockable. The two ancestor classes are described by an ABCI-like syntax (see figure 1 and 2). We introduce the notation $\text{synch}_\text{set}$ to define the synchronization set of an object. The synchronization set Lock$S$ describes that method lock is enabled if $\text{locked}=\text{false}$ and unlock is enabled if $\text{locked}=\text{true}$. Combining classes $B-buf$ and Lock, we would like to get a descendant class $L-buf$, which is a lockable bounded buffer (see figure 3). The synchronization set of $L-buf$ is established by expanding the formula set of each element of $B-buf$ by formula $\text{locked}=\text{false}$ and expanding this set by Lock$S$:

$\text{b-buf}=\{\text{put, [in-out+SIZE, -locked]}, \text{get, [in-out+1, -locked]}, \text{lock, [\text{locked}]}\}$

In this way, the class $\text{b-buf}$, the method $\text{get}$ is enabled, when it is enabled in the ancestor method and it is not locked.

Class Lock: \begin{verbatim}
ACTOR [ boolean locked]
public:
  void Lock()
  void Unlock()
public:
    void b-buf() { in-out+0 }
    void put(int item) { in-out+1 }
    int get() { out+1 }

\end{verbatim}

Class b-buf: \begin{verbatim}
public:
  void b-buf() { in-out+1 }

\end{verbatim}

History-Only Sensitivity Anomaly

Since the scheme developed gives a stronger tool for this type of anomaly, more examples will be given.

a.) Consider a subclass of $b-buf$ (Figure 2), $gb-buf$([Mat93]), that has only one new method $\text{get}()$. $\text{get}()$ works as the method $\text{get}()$, but it is enabled only if $\text{put}()$ has not been invoked right before it. $gb-buf$ is shown in figure 4.

Class gb-buf: \begin{verbatim}
public:
  int get() { out++ }

\end{verbatim}

$\text{b-bufS}$ was expanded only with one element belonging to $\text{get}()$. The temporal formula holds if no $\text{put}()` was executed at the previous time-point. We can see how easy it is to resolve anomalies like this, putting temporal operators in guards.

b.) The next subclass, $sb-buf$, of $b-buf$ adds a new method, $\text{is\_full}()$, that indicates whether the buffer is full. In $sb-buf$, the pattern of three $\text{get}()$ methods immediately followed by two $\text{put}()$ methods repeats, but there is an exception: $\text{is\_full}$ can interrupt the chain of three $\text{get}()$s and two $\text{put}()$s and get the chain start again (Figure 5). It can be seen how great of the expressive power of PTT is. In $sb-buf$, the first part of the PTT formula set of $\text{get}()$ expresses that $\text{get}()$ is enabled if two $\text{put}()$s were executed after a $\text{get}()$ or it $\text{is\_full}()$ was executed last or the method was called after the creation of the object (by the definition of $\text{b-bufS}$).

Class sb-buf: \begin{verbatim}
public:
  void sb-buf()

\end{verbatim}

$\text{sb-bufS}$ was expanded only with one element belonging to $\text{get}()$. The temporal formula holds if no $\text{put}()$ was executed at the previous time-point. We can see how easy it is to resolve anomalies like this, putting temporal operators in guards.
Class desdemoc: desdemoc{
    public:
        void Desdemoc() {...}
        void m3(); {...}
    }
    synchset:
        desdemoc5: desdemoc5+[(m3), (req_m1 and (req_m1>req_m2) stprev (req_m1-req_m2))]
}

Figure 7: The class desdemoc

We can see in Figure 7, the new class desdemoc. We only added one more strict constraint to the formula set of method m3. The formula holds if m3 has been requested, and if m1 or m2 have been requested recently, then both were requested at the same time.

Application of synchronization sets

In [Blz97], we gave an implementation method for temporal formulas in the synchronization sets. The method is based on the recursive expressiveness of temporal operators, and on the fact that we can evaluate these formulas scoring the previous values of formulas in newly introduced variables. Using the method, the number of new variables is three times the number of binary temporal operators in formulas plus the number of unary operators.

In the future we want to examine how to prove the correctness of a synchronization of an object and how to describe an object using the above-mentioned scheme.

Conclusion

In the paper, a new synchronization scheme was developed. The abstraction level of the scheme is rather high, so we can look at the scheme as either specification or implementation of synchronization of methods. The scheme is an extension of guarded methods, where the constraints belonging to methods are contained in a set called synchronization set. The synchronization and implementation codes are separated, so both codes can be inherited separately.

In [Re95], the known inheritance anomalies are suggested to be solved by (nested) Conditional Critical Regions. We can easily find the relationship between nesting the CCR for inheriting the ancestors' synchronization and using the operator ++ for adding new synchronization constraints to the parents'.

In the future, what we are also developing is to decide whether a synchronization defined by a synchronization set contains a contradiction and whether it can be a correct synchronization. With the method, we can answer the first question based on the fact that a synchronization set can be expressed by one large TPPTL formula. Extending TPPTL with future-time temporal operators [Ar95][Kes93], we can label a formula expressing that for every time-point there will be a combination of messages satisfying the synchronization criteria. We can find arbitrary Kripke-structures satisfying the synchronization criteria by using the tableau method for full propositional temporal logic [Kes93].
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Abstract

Architectural specifications of software systems show them as a collection of interrelated components, and constitute what has been called the Software Architecture level of software design. It is at this level where the description and verification of structural properties of the system are naturally addressed. Besides, the use of explicit descriptions of the architecture of software systems enhances system comprehension and promotes software reuse. Despite several notations and languages for architectural specification have been proposed, some important aspects of composition, extension and reuse have not been properly addressed, and deserve further research. Our approach tries to address some of these open problems by combining the use of formal methods, particularly process algebras, with concepts coming from the object-oriented domain, such as inheritance, polymorphism, and parameterization.

Keywords: Software Architecture, formal methods, μ-calculus, compatibility, inheritance

1 Introduction

The term Software Architecture (SA) has been recently adopted referring to the level of software design in which the system is represented as a collection of computational and data elements, or components, interconnected in certain way. From this point of view, we can consider SA as the level where the architecture and structural properties of software systems are described. SA focuses on those aspects of design and development which cannot be suitably treated inside the components that form the system [18]. Among them are included those which derive from the structure of the system, i.e. from the way in which its different components are combined.

The significance of explicit architectural specifications of software systems is twofold. First, they raise the level of abstraction, facilitating the description and comprehension of complex systems. Second, they increase reuse of both architectures and components.

*This work was funded in part by the “Comisión Interministerial de Ciencia y Tecnología” (CICYT) under grant TIC94-0940-C02-01.
However, effective reuse of a certain architecture often requires that some of its components can be removed, replaced, and reconfigured without perturbing other parts of the application [14]. Although object-orientation can be applied to all levels of software design, in SA the more general term component-oriented is preferred, allowing to consider not only objects but architectures, interaction mechanisms and design patterns as first-class concepts of a software architecture [13]. However, most concepts coming from the object-oriented paradigm can be almost directly applied to SA. In particular, we are interested in the application of inheritance, parameterization and polymorphism to the specification of software architectures.

Despite of the importance of architectural aspects in software development, their descriptions have been traditionally limited to the use of certain idioms [18], such as client-server architecture, layered architecture, etc. These textual indications were generally accompanied with informal box-and-line diagrams. However, these descriptions lack of a precise meaning, which limit their utility to a great extent [1].

Only in the 90’s appeared the first Architectural Description Languages (ADLs). ADLs address the need for expressive notation in architectural design. They try to provide precise descriptions of the glue for combining components into larger systems. However, most of the work is to be done yet [6]. While the proposed notations seem useful for the description of complex software systems, most of them are not formally based (see Section 6), which prevents the analysis and proof of the properties of the systems and architectures described. In addition, several significant issues, such as parameterization or inheritance, are not usually addressed.

2 The Role of Formal Methods

Our interest focus on the application of formal methods to SA. Formal specifications have a precise meaning derived from the semantics of the notation used and they admit several forms of reasoning, providing a formal basis for ADLs and allowing the development of verification tools. The success on the application of formal methods to SA depends on the ability in models and formalisms adequate to this level of the development process. To this effect, process algebras are widely accepted for the specification of software systems, in particular for communication protocols and distributed systems. The systems so specified can be checked for equivalence, deadlock freedom, and other interesting properties.

In particular, we propose the use of the \( \pi \)-calculus [11] for the specification of software architectures. The \( \pi \)-calculus is a simple and powerful process algebra which can express directly mobility [5], making easier the specification of dynamic systems. Mobility is achieved in the \( \pi \)-calculus by passing channel names as arguments of messages. Since the names received can be used as channels for future transmissions, this allows an easy and effective reconfiguration of the system.

The calculus permits the specification of both local and global choices. Local choices indicate that a process may decide, not depending on its context, to commit to a certain transition or not, and model nondeterministic behavior. Global choices indicate that a process only commits to a transition after an agreement with another process performing the complementary action (either by local or global choice), and model deterministic behavior. Thus, using the \( \pi \)-calculus, we are able to express whether a process can initiate a certain communication (and then it requires that its environment would follow its decisions), or it just offers a certain behavior to its environment.

The formal basis of the \( \pi \)-calculus permits the analysis of the specifications for bisimilarity, deadlock and other interesting properties, and also the development of automated verification tools [19]. However, the \( \pi \)-calculus is a low level notation, which makes difficult its direct application to the specification of large systems. Hence, a higher-level notation is required. Formal specifications in \( \pi \)-calculus can be incorporated into the description of components by extending one of the existing ADLs. As it will be shown in the following sections, the use of formal specifications in our approach address issues of system composability, extensibility, and parameterization in a similar way to their treatment in the object-oriented paradigm.

3 Composability

One of the properties that we may analyze in a software architecture is composability, which we could define as the capability of the system of being composed by combining its components as indicated in its architecture. Composability can be checked by determining whether the components of the system are compatible or not. Furthermore, in order to enhance reusability, we should be able to check if a certain existing component can be used in a new system where a similar function is required. Again the intuitive notion of compatibility arises.

System compatibility could be determined by composing in parallel the elements under checking. Then, the resulting system should be analyzed for deadlock. However, this would be impractical for complex systems, as it requires the analysis of all the interaction traces of large specifications. Instead of that, we propose the use of explicit interface specifications, or roles, for each connection or attachment between components of the system, indicating the behavior of those components as seen from outside. Then, each attachment between roles is checked locally for compatibility. This reduces the complexity of the analysis to a great extent.

In our approach, a software component is specified by a set of roles, which describe its behavior in relation to the other components it is attached to. Thus, roles may be considered as partial specifications of the interface of a component. As we usually want to attach roles that match only partially, equivalence checking, using for instance the bisimilarity relations established for the \( \pi \)-calculus, is not well suited for our purposes. Thus, we have defined a relation of protocol compatibility in the context of \( \pi \)-calculi. This relation ensures that two components, represented by a pair of roles, will be able to interact without deadlock until they reach a well-defined final state. In this context, the analysis of the composability of a software architecture is reduced to local analysis of compatibility. Compatibility ensures that any software system built according to the specifications of the architecture will not produce a deadlock caused by the interaction in any attachment between its components.

A formal proof of the properties of compatibility is out of the scope of this paper, but it can be found in [4]. Compatibility analysis can be easily automated in a similar way to the characterization devised by Sangiorgi for the bisimilarity relations [16].
4 Extensibility

In order to promote effective reuse of both components and architectures a mechanism of redefinition and extension of roles and components is required. In the object-oriented paradigm reuse is achieved by inheritance and polymorphism. Inheritance refers to a relation among object classes by which a heir class inherits the properties (methods and attributes) of its parent classes, while it can extend them by adding its own properties. The inherited properties may be redefined, usually under certain restrictions, but roughly speaking, we may say that the interface of the heir class includes those of its parents. Inheritance is a natural condition for polymorphism, as it ensures that the derived classes will have at least the same properties than their parents. Thus, a relation of inheritance would be also of use for specifications of software components.

However, in our context the interface of a component is defined not only by the signature of its properties (i.e., the signature of its roles), but this interface also includes the behavioral patterns described in the roles. Thus, redefinition of behavior is restricted by several conditions, which define what we have called a relation of inheritance among roles. These conditions ensure that role compatibility is closed under inheritance, in the sense that if two roles are found compatible, any derived role related to one of them by inheritance will be also compatible. Once again, we refer to [4] for a formal definition of role inheritance and its properties.

Role inheritance can be easily extended to components. A child component inherits its roles from its parents, while redefinition is restricted by the conditions defined for role inheritance. Since the relation ensures the maintenance of compatibility and deadlock freedom, it defines the conditions for polymorphism to take place, allowing the substitution of a component in any system by a specialized version which inherits from the former, with no need of checking the compatibility of the modified attachments. This gives place to a mechanism of architecture instantiation, by which a software architecture can be considered as a generic framework [14] which can be partially instantiated and reused as many times as needed.

Component frameworks derive from the idea of design patterns, and they represent the highest level of reusability in software development: not only source code and single components, but also architectural design is reused in applications built on top of the framework [15]. Since our specifications can be verified for compatibility, this promotes both software reusability and quality.

5 Example

We will show the implications of our approach by means of a well-known example. Consider the architecture of a typical Producer-Consumer system. This architecture is built from three interconnected components: a Producer, a Consumer, and a temporal store that we can describe as a Buffer. Suppose that the Producer generates several items and sends them to the Buffer, using an operation `in`, until it decides to quit, which is notified by sending a predefined event `quit`. On the other hand, the Consumer retrieves items from the Buffer, using and operation `out`, and performs some computations with them. The Consumer ends when it has got all the items generated by the Producer, which is notified by the Buffer with an event `quit`.

From the description above, we can derive the specification of the interface of the components. Events `in` and `quit` form the interface between the Producer and the Buffer, while `out` and `quit` form the interface between the Buffer and the Consumer. Figure 1 (left) shows what could be the specification of our system in a typical AADL. The Producer-Consumer system is a composite which contains three sub-components, each one instance of a certain component class. These subcomponents (to be more exact the roles that represent their interfaces) are attached to each other, making the previously described interfaces.

The correctness of the attachments can be determined by static analysis, checking the conformance of the names of the operations and the type of the parameters, but mere type checking doesn’t ensure that the system will not crash during execution. For instance, the Consumer can invoke an `out` operation when the Buffer is empty and the Producer has quited the system. This behavior will lead to a deadlock or a run-time error, depending on the actual implementation of the operations. Thus, a correct performance of the system requires that the components involved follow a certain protocol.

In our example, the Producer may invoke in an undefined number of times, but it must finish sending an `quit` event. This behavior must be specified by the role `Writer`. On the other hand, the Buffer is defined by two roles. Role `Input` must indicate that the Buffer is able to accept either `in` or `quit` at any time, but always ending in `quit` after a sequence of `in` operations, while role `Output` must specify that the Buffer will perform output operations only when it is not empty, and that a `quit` event will be sent when the Buffer empties after the Producer has quited. Since the Consumer doesn’t know whether these conditions have occurred or not, this will be specified as an nondeterministic behavior of the Buffer, using local choices. Finally, the Consumer must perform output operations until it receives a `quit` event, this being described in role `Reader` as a deterministic behavior, using global choices. Figure 1 (right) shows the specification of system sub-components and their roles.

Role protocols can be specified in the pi-calculus (but they are not included here to avoid detailed explanations about the syntax and semantics of the calculus), and we could analyze the compatibility of the attachments `Input` <> `Writer` and `Output` <> `Reader`, finding out that the architecture is composable. Thus, an instance of this architecture,
such as

\[ \text{prodcon} : \text{Producer-Consumer}; \]

will be deadlock-free.

However, not every \text{Producer-Consumer} system follows exactly these protocols. Let's consider a certain \text{Producer} which generates exactly four items before quitting. Let role \text{Writer} describe this behavior. Using the relation of role inheritance, we can verify that \text{Writer} inherits from \text{Writer}, and thus \text{Producer} inherits from \text{Producer}. Hence,

\[ \text{prodcon}': \text{Producer-Consumer}(p : \text{Producer}'); \]

an instance of \text{Producer-Consumer} in which the \text{Producer} has been replaced with an instance of \text{Producer}', will be also deadlock-free.

Similarly, we could extend our \text{Buffer} with an operation \text{Flush}, that empties the \text{Buffer}, and add this new behavior to the Input role. Once again, we can verify that the new \text{Buffer}' inherits from \text{Buffer}. Thus, \text{Buffer}' can be used in any system containing a \text{Buffer}, as in

\[ \text{prodcon}'' : \text{Producer-Consumer}(p : \text{Producer}'; b : \text{Buffer}'); \]

with no need of checking the compatibility of the extended role \text{Input}' with the roles representing the particular \text{Producers} in these systems.

In conclusion, a single proof of role inheritance allow the replacement of a component in any system belonging to a family of related (but not identical) systems. Liveness properties of the architecture are ensured by static checking even in a scenario of dynamic, i.e. at run-time, binding.

6 Discussion

In the last few years several proposals related to the specification of software architectures have been presented. However, most of them are not formally based, which prevent any kind of analysis of the systems so specified. All these proposals are compositional, in the sense that they consider a software system as a composition of several more elemental units. However, they differ in which are considered the elemental units for the composition of software systems. Some of them, like Darwin [9], consider that systems are built from components, while others, like Wright [3] or UniCon [17], also includes connectors as first-order elements of the notation. In [3], this distinction leads to the use of ports for components interfaces, and roles for connectors. This causes an asymmetric interpretation of compatibility which would lead to different relations of inheritance for ports and roles.

Besides, the distinction of components and connectors at language level does not scale well. If we think of composite structures, formed by several components and connectors, the distinction vanishes, as usually these structures share characteristics of components (computation, data storage) and connectors (they serve to interconnect other components). The composition of components and connectors would have to lead to hybrid compositions with free ports and roles which could not be classified either as components or as connectors. In order to maintain regularity and simplicity, we do not distinguish at language level between these categories, and all system components are specified the same, as a set of roles which represent their interface.
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Abstract

This paper outlines a framework for building Generic Reusable Vertical Business Object Models (GRVBOM). A GRVBOM is a conceptual model of a Specific Industry or a blueprint of that industry capturing the essence of the industry. The paper presents an approach to tackle and resolve the problems inherent in doing so, and suggests that the resulting Vertical Industry Reference Model can be applied to assist Information Systems developers to rapidly provision solutions as business changes. The main idea is to accurately reflect the business in a model, capturing the core business objects and processes of a particular industry so that this model will evolve and can be reused to develop solutions to multiple problems either within the same organization who built the model or by different organizations of the same industry.

1. Introduction

Business information systems continue to be developed on the basis of business requirements which are only a snapshot of a business’s dynamic life. This type of development, not taking into account overall conceptual and clear understanding of the business has resulted in large amounts of waste in terms of continually developing new systems from scratch (Jacobson 1995, Taylor 1995, Partridge 1996, Graham 1994, Martin 1992). It is argued that these systems have failed because of a fundamental lack of understanding of business systems as living systems. We suggest that the business system must be understood in context to other businesses and in relation to the industrial sector that business belongs to. The anomaly in business is that there is a lack of prevalence of generic models for vertical industries. However, this type of understanding and development of vertical industry models is a very difficult task Systems Analysts, Software Engineers, Information Systems developers face. This is because they have minimum resources of time and money with which to develop, efficient, fully functional, maintainable systems that captures the business requirements for many projects. We suggest that a separate group of developers should spend an initial overhead of time and money to develop a reference model that captures the overall core business and once developed this would be an extremely useful tool that these developers can use as the starting point to several business systems application developments. These developers can then work within this business framework to make decisions and to develop specific systems that meet the requirements in multiple projects, hence saving time and money in the long term. This reference model would be a Generic Reusable Vertical Business Object Model (GRVBOM).

1 This research is funded with an award from British Telecommunications plc.

A Vertical Industry is a family of organisations within the same industrial sector, e.g. Telecommunications, Banking, Manufacturing, etc.
It is difficult to understand why something as common-sensible as building Generic Reusable Business Object Models of Vertical Industries has not become a central and essential feature of business modelling before. If getting such significant improvements in building such models were easy, it would have been done long ago. One of the problems is that a Generic Business Model is usually misunderstood. It is assumed that the model defines the business as generic, however this is not the case. There are core, common and generic aspects of a business that can be captured which is applicable to many organisations within the same Vertical Industry. Another problem is that it is difficult to see general patterns for the high level classes that will supersede the original lower level classes. The secret is in the object paradigm and the categorising of specific businesses into specific industrial sectors. This gives a much better, much more conceptually accurate, understanding of a business in context and in relation to other businesses. Digre (1995) has highlighted the need to build vertical industry models and Rutt and Stringer (1996) of the OMG Vertical Industry Domain Task Force (OMGVIDTF) have started work on a Telecommunication Vertical Industry Model.

The paper is structured as follows. Section 2 identifies and describes some of the characteristics of a GRVBOM. We then develop a framework within which generic objects and processes within vertical industries can be captured, analysed and represented. These generic activities represent the core business object and processes for that particular industry.

In section 3, we highlight the implementation of the GRVBOM in its application in the Telecommunications Industry and the Finance Industry. We conclude with the suggestion that the GRVBOM is a viable modelling approach and present an overview of further work in progress to evaluate the viability, usefulness strengths and weaknesses of a GRVBOM.

2. The Generic Reusable Vertical Business Object Model

This section gives an explanation into some of the characteristics of a GRVBOM. At the heart of the model is a Core Business Model (CBM). The core business model is built within the framework of generality and ability to be reused within a Vertical Industry. Most importantly, it presents an approach to model the conceptual understanding of the business using Jacobson's Use Case Engineering and Rumbaugh's OMT. The core business model can be mapped onto uses cases and a business object model. It must be stressed that the GRVBOM is built independently of any application development.

2.1 GRVBOM- Core Business Model

At the centre of the GRBOM is the Core Business Model. This is built by analysing the existing documentation, systems and operations within the domain of interest of a particular industry. Then the generic business processes, business objects and the interconnections are captured and represented in a GRBOM - Core Business Model (CBM). Figure 1 shows the GRBOM-CBM.

![Figure 1 The GRVBOM- Core Business Model (CBM)](image)

2.2 GRVBOM- Generic Characteristic

When using the word generic you must qualify it with the level of genericity you are dealing with. The idea is to appropriately distinguish the general from the specific. Generality is a relative term and the next few paragraphs will explain this in the context of this research.

Generality is the staged refinement of entire models (Vernadat 1992). The concept uses stepwise instantiation to go from aggregations of generic components, through increasing specialisation's of business domains, to enterprise, facility, and work area implementation. Generality is a controlled process which utilises principles of specialisation, inheritance, relationships, and contexts to leverage reusable industrial models and rapidly provision tailored solutions.

The concept of generality should be used to specialise the language and semantics appropriate for each business domain. The business language should be defined in terms of higher level generic constructs. Subdomain specialisation will in turn be defined in terms of domain constructs.

Figure 2 is a generality diagram which utilises the above mentioned ideas and is an important component of the GRVBOM. A core business model can be built for each level.
Generic Models in the context of this research describe certain kinds of scenarios which are common to vertical industries. Hence integrating the understanding of a family of industries. The similarities of these scenarios are reflected in the corresponding business object models, i.e. they have the same or similar structure. A generic model can help the modeller to develop and analyse his/her own model. To take advantage of a repository of generic models there must be an understanding of these models and a way of analysing the user specific model and a generic model. There must be a way of comparing and contrasting existing generic models and newly designed user models (Digre 1996).

Sutherland (1996) forcefully pointed out that it would be wiser to build vertical industry models that fit specific industries as opposed to Fowler’s (1996) idea that there should be a master model that can be adapted to any industry. Sutherland (1996) argues that each industry provides different services, functionality and mechanisms to run the business. The complexity of all the different objects and behaviour interactions within an industry is so great that it would be more realistic and effective to build a model to suit a particular industry. It is with this in mind that this research is justified in the building of a GRVBOM of a vertical industry.

2.3 Reuse Characteristic

Systematic reuse is a general principle that is instrumental in avoiding duplication and capturing commonality in inherently similar tasks and domains. Frakes and Kons (1994) say that companies that have a better understanding of the business domain and implement systematic reuse will have a powerful competitive advantage. Reuse usually implies software reuse but this project will address reuse at the business knowledge level as opposed to just software reuse. There is a notion that every business has unique requirements and therefore unique solutions have to be proposed for the information system of each specific business. However, this is not necessarily the case. There is an understanding that vertical industries have much in common, and there is a need to exploit this commonality therefore avoiding arbitrary duplication when developing similar systems for a particular industry. There is a clear market trend that organisations cannot afford this bespoke systems development approach in today’s turbulent business environment and must develop systems that can survive when businesses change. One approach to achieving systematic reuse is to build business objects (Arrow et al. 1995) that are generic, stored in an enterprise-wide repository as assets and therefore can be reused as required. This involves enterprise modelling which is a major area of application for object technology and software reuse (Fraser and Macintosh 1994).

The GRVBOM is a reference model that can be reused by systems developers in the development of multiple projects. Figure 3. shows the GRBOM reuse dimension. The diagram shows the positioning of the CBM in relation to business modelling and Information Systems modelling. The CBM is designed for reuse (DIR) and then applications are developed with design with reuse (DwR) in multiple projects.
2.4 Business Object Model

Jacobson’s Use Case Engineering (Jacobson et al. 1995) and Rumbough’s OMT (Rumbough et al. 1991), were used to build an Object-Oriented Model of the above CBM. Figure 4 shows the overall business object modelling dimension. The Generic Processes in the Core Model were represented as a series of Use Cases containing various Business Objects. Object Management Group Business Object Domain Task Force (OMG/BDTOF) (Arrow et al. 1995) have defined Business Objects as “a representation of a thing in the business having attributes, behaviour, relationships and constraints. Select OMT was used as a CASE tool to support the building of GRVBOM models and because it provides a repository to store the Business Objects and Models. Select OMT is a fully functional CASE tool that supports Rumbough’s Object Modelling Technique and Jacobson’s Use Cases and Object Interaction Diagrams. The business processes and business objects of the Core Business Model are mapped to use cases and business objects of the business object model, see figure 5. The business objects are made up of interface objects, control objects and entity objects.

3. GRVBOM Implementation

The GRVBOM was applied in the development of a GRVBOM of the Customer Services Domain of British Telecommunication plc GRVBOM-CSD-BT (Choudhury and Sun 1997). This showed that GRVBOM is a viable modelling approach. This model is being evaluated against BT’s existing object-oriented customer models, which have already been analysed by previous analysts to develop various systems for BT applications, for example customer billing systems, customer enquiry systems, customer marketing systems, etc. The generic nature of the GRVBOM is being evaluated by instantiating the model in different domains for example the Finance domain. We are currently carrying out a Case Study, similar to the one in the Telecommunication Industry, in the Customer Services domain of a Credit Insurance company which can be generalised to the Insurance Industry which in turn can be generalised to the Finance Industry sector. In order to justify the usefulness of the GRVBOM, evaluation criteria are currently being developed and these will be used in subsequent testing and further development of the GRVBOM framework.
4. Conclusion and Further Work

We have presented and explained the need for the development of a GRVBOM. A GRVBOM is an object-oriented business model that is general to a vertical industry. At the heart of the model is the Core Business Model that can be built for each level of a Genericity Diagram. This model can be used and reused by information systems developers as the starting point of several application developments. Currently, work is in progress to evaluate the appropriateness and usefulness of the GRVBOM by way of case studies in the Telecommunications Industry and the Finance Industry. The results from this evaluation will be presented in a future paper.

5. References


Fowler, I. Business Object Architecture Workshop at the OOPSLA 1996 at San Jose, USA, 1996.

Graham, L. Migrating to Object Technology. 1994, Addison Wesley.


Sutherland, J. Business Object Architecture Workshop at the OOPSLA 1995 at San Jose, USA, 1996


the notion of a programming language and a fractal like the Mandelbrot set; it yields an unfolding of a seemingly small and simple seed (e.g. \( z \mapsto z^2 + c \)) into a very complex entity; in this case the syntax and semantics of the programming language is the simple seed, and the entire set of realized and potential programs is the complex unfolding of it.

It is hard to evaluate a seed with such a large and complex unfolding as a programming language. It may be, loosely, considered as a chaotic system, since even small changes in the seed may have a profound impact on the unfolding. Two approaches to evaluating it are to use previous experiences about particular aspects of the seed, and to actually do some unfolding. The first approach amounts to choosing language constructs and combinations of constructs which are "known" to work well, and possibly to work work together; for the second approach one must experiment with carefully selected example problems, investigating how solutions to them may be expressed. Or, alternatively, one may use the language in a lot of mission critical real-life projects and then conclude in rich detail why it is no good. :(

My approach is to take a language—BETA—which I find quite well-designed already, and then to adjust the design in ways that improve the expressiveness and flexibility of the language without loosing the safety of strict, static type checking, and ensuring that it is still possible to create tools—compilers, debuggers etc.—and programs with good performance. When the language was first designed in the 70’s, it was a prime consideration that it should consist of few, but very expressive, orthogonal concepts. This has also been a primary criterion in my process of generalization.

Section 2 describes the current language BETA; section 3 outlines and motivates the changes I've made to the language, and section 4 presents a progression of language mechanisms which should hint at the expressive power of the language. Finally section 5 concludes.

2 The Language BETA Today

BETA [9] is a modern, strictly typed, object-oriented programming language, coming from the Scandinavian tradition [8, e.g.] which produced the first object-oriented language, Simula [2]. The language has a somewhat unusual syntax which may at first confuse some people, but it is actually both simple and consistent. A good example is that assignment and parameter passing is written in the evaluation order and using an arrow, which is natural but very unusual. For example, what is usually expressed somewhat like \( y = x \) is written \( x \rightarrow y \) in BETA, and a Procedure \( x, y \rightarrow \text{afuction}(u, v) \) is written \( (x, y, (u, v) \rightarrow \text{afuction}) \rightarrow \text{aProcedure} \). Note that this allows you to return more than one result, and to deliver parts of such a return list to different receivers: \( \text{returnTwoResults} \rightarrow (\text{takeOneArg}, \text{takeOneArg}) \).

A more profound—but equally unusual—property of BETA is the unification of many programming language concepts into one, more general concept, the pattern. The pattern concept subsumes and generalizes the concepts of class, procedure, function, coroutine, process, exception, and more. It describes structure in terms of attributes, input and output properties, and behaviour. Think of it as a class concept equipped with behaviour, which you might just describe as a default method or function. Focus on the behaviour of a pattern, and it may be used as a procedure or function, depending on the input/output properties; describe some state using attribute declarations, and the pattern may be used as a class; patterns nested in the "class" may be used as methods. Patterns are descriptions and objects are substance created according to such descriptions. If the substance is used for an extended period of time it is like an "object" in traditional languages; if the substance only survives briefly, it is more like a procedure invocation.

There is general block-structure, i.e. support for unlimited nesting of patterns and objects. This means that whenever you create an instance of a pattern \( P \) textually nestled within the declaration of a pattern \( P \), the instance of \( P \) is immutably associated with one particular enclosing instance of \( P \), and the \( P \) instance has access to that enclosing instance of \( P \). This makes it possible to use an instance of a nested pattern as a method invocation for the enclosing object—a method usually wants to read or write the state of "its" object. But it also lets you save such a "method invocation" for later or repeated execution, which is needed for futures and callbacks, or in general for "closures" as they are usually designated within the functional language community.

The notion of subpatterns—and the mechanism inheritance which produces them—enables the construction of class hierarchies as known from other languages; but since a pattern is also a procedure we get the unusual but very useful notion of pre-methoding, i.e. inheritance hierarchies of procedures and functions. The virtual pattern concept of course supports similar usage as the concept of virtual member functions in C++ [3, 13] and (non-frozen) method features in Eiffel [10]. But since a pattern is a class, it also supports type-safe constrained genericity as do parameterized classes in...
Eiffel, and it supports the equivalent of Eiffel’s declaration by association. Note that a BETA program does not need a universe-wide “system-validity check” to ensure that a program will never give rise to a type error at runtime. Nevertheless, a programmer may choose to write BETA programs that may produce run-time type errors at certain well-known places (the compiler emits a warning for each place), effectively accepting an unsafe program in return for the greater flexibility.

There is a working implementation of BETA [5] developed by some of the original language designers among others. The actual semantics of the implementation along with informal language descriptions has been the starting point for my specification and generalization of the language. There has been some attempts at describing the formal semantics of (parts of) BETA [1, 7]. These specifications have not centered on describing the language but rather on slightly different things, such as comparing various variants of inheritance, or using a particular formalism. Consequently, they have not yielded a description which is sufficiently close to BETA as to be useful for a language development or implementation effort. For example, they describe a language in which the semantics of name lookup and/or assignment and parameter transfers depend on the actual type of an object, not on the statically known type. Such a language probably cannot be typechecked statically, and it certainly behaves a lot differently than BETA. One could have the suspicion that semantic descriptions of languages tend to describe Smalltalk-like languages, since such a “typeless” semantics is much easier to specify. In my opinion, both the static checking of programs and formal specifications of languages are so valuable facilities that they should be reconciled.

3 Generalization and Regularization

From this already very general language I have worked towards a more general and regular one. The regularization part has to do with those parts of the language where the implementation is best explained in terms of pragmatic decisions taken in order to implement an actual compiler within reasonable time, producing programs with a good performance. For example, the Mjöbner BETA implementation does not support obtaining a dynamic reference to an integer (“to take its address”), or of instances of other basic, predefined patterns. Should we formalize this into a description of simple non-object entities and complex, user defined objects? Should false and true be patterns? Should they be specializations of boolean? Should there be a notion of the object “one” and the object “two” and so on, as in Smalltalk [4], such that computations on integers and other simple values would be computations on special references to unique, always-existing, immutable objects, or how else should we get started in the description of state?

I’ve arrived at a description which uses both values and objects, and hence is more in line with traditional formal semantics, and which consequently goes against the “everything is an object” philosophy known from informal descriptions of object-oriented languages [4, in particular]. The description is using the formalism Action Semantics [11, 12]. It is still under construction, though.

The generalization part has to do with the type system, particularly inheritance—or specialization, as it is normally designated in the Scandinavian OO tradition. Normally, specialization is an operational mechanism, in the sense that it supports the construction of a derived entity from an existing entity and a difference specification. For example, using the name of some particular class you may specify a subclass of it by listing the enhancements (e.g. some new attributes and enhanced versions of existing attributes). The class being built on is known precisely, and the enhancement is known precisely at the place of specialization. Building on more than one base class (multiple inheritance) does not change this.

My model supports a more declarative approach in which specialization is defined by a constraint solving process. The pattern denoted by a particular pattern attribute is computed by collecting all constraints on that attribute in scope. The combination of two patterns entails the combination of the constraints on common, nested patterns, so the specialization operation is implicit in many cases. It is this implicitness that allows the construction of separate patterns which may only be woven in a delicate way through multiple inheritance, in particular because the combination of behaviour is very expressive. The combination of block structure, specialization, and virtuals makes for a quite complicated setting from a type-checking point of view, but for the programmer this generalization appears as the removal of a number of limitations. Among other things it becomes possible to inherit from a virtual pattern. Examples of the new possibilities and the reasons why we want them will be given at the workshop.

With constraint based specialization, a new level of “static properties”
emerges: traditional static knowledge says something at compile-time about all potential runs of a program. The new level says something at the time of library construction about every possible library application.

Here’s a longer explanation: Since a type checker is a theorem prover for a special class of theorems, type checking supports establishment of some precise statements about the run-time properties of a given program. Now, for reuse-oriented libraries there is yet another “time,” namely library construction time. As long as a library is always used as-is, this presents no new challenges. With inheritance and genericity, however, there could be errors that make it impossible to compile a program using a library, and there could be problems at compile-time or at run-time arising because of contract violations. The problem is that specialization of classes and instantiation of parameterized classes (e.g., C++ templates) is a more intrusive usage of library code than just calling some functions in a C library. More expressiveness goes along with more fragility.

We need more expressive constraints on library code, such that library users can tailor a library extensively, guarded against contract violations by a good checking system, and not impeded by superficial constraints.

The constraint-based specialization mechanism in my generalization of BETA is one step towards that impossible goal, expressing “the right” properties that hold or should hold for all specialized or instantiated versions of a reuse-oriented piece of code. In particular, it is able to express type relations within a group of classes that should hold across specialization. This is not in any way a special property of libraries, that is just a convenient frame to give motivation for the usefulness. It is a general property of patterns.

4 Some Levels of Expressiveness

When designing a template class in C++, one builds a description entity which will generate a somewhat homogeneous set of instances. If an attribute of such a class has the same type designation as a formal argument of one of its member functions, they will have the same type in all instances, which gives some nice, simple consistency guarantees. But a template cannot be thoroughly type checked, most of the type checking must be done individually for each instance. This may give rise to problems when using the template: perhaps a class parameter is not acceptable, because the template accesses a member which is not present in that class. C++ templates are little more than textual macros.

In Eiffel, constrained genericity allows real type-checking of the parameterized class, such that no instantiations of a parameterized class will be able to provoke type errors within the source code of the parameterized class. But if you have a set of interrelated, parameterized classes, you will have to specialize them one-by-one even if the specialization follows simple, strict and well-known rules. From the language point of view you have specialized them independently, and any regularity in this is treated as purely accidental. When you start using the result, any mistakes in this regular, manual undertaking may give rise to compile-time errors or, worse, run-time errors.

In BOPL [6], a family of languages constructed for the presentation of object-oriented type systems theory, you may specialize a set of classes as a whole; the type relationships are kept intact by a mechanism called capturing. Specialization of one class implicitly creates a whole family of specialized classes by finding the transitive closure of type dependencies and recreating the entire, reachable graph of type relationships “at a higher level.” The simplest example is the ListNode class whose next member of type ListNode gets specialized along with the class; this special case works like a like Current declaration in Eiffel. Another example: assume that you have a Tree class associated with a Node class, and the Node class has a Value member of type Object. If you derive a TextNode class having a Value of type Text, a class which is a specialization of Tree will be created implicitly. This implicitly constructed class would for instance have an insert method taking an argument of type Text in stead of an original insert taking an argument of type Object. The details are a little more complicated, but this is the general picture. This actually realizes a multiclass type consistency support mechanism, and that is an important step forward. A problem is that the implicitly derived classes are available for use by the implementation of the derived classes themselves, but they have no (known) names and hence cannot be used in all the ways normal classes can. Another problem is that you may not always want to have the semantics of such a generalized version of like Current—some types should not be captured.

In today’s BETA, specialization (i.e. inheritance) is expressive enough to subsume constrained genericity, and you may use nesting to ensure that a group of classes are specialized as a group, so you can have capturing for

---

2Using Eiffel parlance

3The most general type in that type system
exactly the patterns you want to capture. There is no type algebra, however, allowing you to specify the constructions of patterns in terms of other patterns. The only facility of this kind is the single inheritance mechanism which demands that both the base class and the enhancement specification are compile-time constants. The generalized Beta language supports the specification of relative constraints on patterns, such that a pattern may be known to be an enhancement of one or more other patterns even though none of them need to be known at compile-time. As a result of this you may for instance specify some design patterns as working, reusable, and checkable code, not just as rules of thumb.

5 Conclusion

This is a very brief presentation, and hence it concentrates on the large picture and the motivation of the work I've done during the PhD getting process so far. Inevitably, the properties of the work seem like unsupported assertions, but I hope to make up for this at the workshop. The main topic of this work is programming language design, development, and application of formal semantics. Starting from the nice language Beta I've developed a more general and regular language by means of an actual implementation, and work is in progress on an action semantic specification of the result. The type system has been generalized considerably, allowing for a constraint based notion of inheritance which has the traditional inheritance mechanism of Beta—already unusually expressive by the way—as a special case. The generalized language supports the expression of multiclass type relation consistency constraints, and in combination with pre-methoding it allows an unusually effective separation of concerns. For more information please check http://www.daimi.au.dk/~ernst/gbeta.
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*One example I'll give at the workshop is about the observer design pattern*
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The design and implementation of telecommunication systems requires special features from an object-oriented language like real-time constraints, concurrency, dedicated object states and asynchronous communication. This paper defines terms which classify these and other requirements and evaluates the object-oriented language SDL.

1. Introduction

A telecommunication system like an ISDN network comprises a great variety of software components. It includes software for switches, the terminal equipment (like a simple telephone) but also for the management of resources and the provision of high level services like time dependent call forwarding. Software for telecommunication systems like other software must be fast, robust and easy to maintain (e.g. extensible).

Like in many other application domains telecommunication software has to comply to standardized interfaces in order to enable interoperability between software of different vendors. The international standardization body ITU-T (International Telecommunication Union - Telecommunication Sector) accounts for the definition of interfaces using formal description techniques. The main language to define the behaviour of telecommunication systems is SDL (Specification and Description Language). The current version SDL'96 [Z.100] provides abstract data types, concurrency, asynchronous communication and type based definitions. The use of SDL is not confined to the standardization area. The language was successfully applied for the design and implementation of large communicating systems[PL.1124A]. However the language could not keep up with recent developments in the domain of distributed (telecommunication) systems (ODP [X.901], TINA-C [CM94]). The following sections motivate what language concepts are necessary for the design and implementation of telecommunication systems and how SDL fulfills these requirements.

2. Application area

The term telecommunication system as used in this paper denotes all kinds of software necessary to provide a telecommunication service. Examples for telecommunication services are
• Basic Telephony,
• Conference Call,
to the concept of coroutines.

In SDL-92, the structural concepts were extended with a type concept, including system, block, process and service types. A type definition can be used to create instances of the type, as well as to define the base type of a derived type definition. A derived type definition may contain new local entities, as well as redefine virtual entities. For example, a block type definition B containing a virtual process type P can be specialized to a block type B1, which replaces the process type P with a different one. All instances of the process type P then become instances of the process as defined in B1.

On the behavioural level, transitions can be declared as virtual. A transition definition consists of a state, a signal input (or any other stimulus) and a sequence of actions. If, in that state, the signal is received, the process will perform the associated actions. If an input is marked as virtual in a process type, a specialized process definition might redefine the input and associate different actions with it.

4. Structuring

Telecommunication systems consist of several entities which, for example, process a call, provide algorithms for the evaluation of call parameters, or map data between different formats using a data base. To cope with the complexity of these tasks a telecommunication system must be structured. There are two complementary concepts to structure a system:

- Structural composition
- Hierarchical composition.

Structural composition means that an entity can contain several other entities. Hierarchical composition allows that the contained entities are structured itself, hence contain other entities. Both concepts used together yield a structural and hierarchical composition (SHC) [TM96].

SDL supports SHC by allowing that a system contains blocks, a block contains processes and a process contains services.

5. Objects

The base entity a telecommunication network is built on shall be called object throughout the paper. An object is a capsule for attributes which are either data attributes (variables), stream attributes or executable attributes (operations).

5.1. Active Objects

Telecommunication systems require active objects. Active objects can change their states (defined by the value of their attributes) without external influence. That is the main difference to passive objects which change their state by message passing or method invocation. The cause for the state change of an active object can be the expiration of a timer. Active objects are essential for the behaviour of telecommunication systems (e.g. for the clearing of a partial established call after a certain time).

In SDL every process and every service is an active object since these entities support timer driven execution of code.

5.2. Passive Objects

Passive objects do not change its state without external invocation. Passive objects are associated to an active object. An attribute of a passive object which is executable (an
operation) can be invoked from the associated active object or from another passive object which is associated to the active object.

SDL supports passive objects with algebraic defined abstract data types using ACT ONE. Operations of passive objects can be defined with executable code too.

6. Threads

A telecommunication system must support different threads of execution. With the term thread an execution context is denoted. Every active object has its own thread. Executable attributes of passive objects which are associated to an active object are executed in the same thread as the active object. Two threads can be executed in two modes relative to each other:

- concurrent: both threads can be executed at a given time,
- alternative: only one thread can be executed at a given time.

Concurrent thread execution models the existence of multiple processors which execute threads simultaneously. Alternative execution requires a scheduling mechanism which grants execution time to a thread. Alternative scheduling can be

- non-deterministic: external scheduling - e.g. from timer events or
- deterministic: the executed code determines what thread is executed next [Mad93].

Often non-deterministic alternative scheduling on a single processor is used as approximation of concurrent execution for simulation purposes.

Concurrent and alternative execution are both necessary in telecommunication systems. Concurrent execution is provided by a multi-processor architecture. Alternative execution is necessary to guarantee a fixed order of execution of threads. This could be for instance necessary to have exclusive access on data in a special part of the transition or to assure a special order of signal sending which are sent from different threads. Although this could also be accomplished by means of synchronization between concurrent threads it is more convenient to simply mark the threads as alternative threads.

The classification of active objects in a structural and hierarchical composition and the classification of alternative or concurrent are different kinds of classification. That means that three active objects a, b and c contained in an entity e should not necessarily have the same execution relation between each other. If a and b are executed concurrently it is not necessary that a and c are executed concurrently. Often the SHIC is also used for the classification of the execution relation because such a classification is easy to understand as there is only one classification for two purposes. The language SDL yields an example: a process composed of services specifies alternative execution of all contained services but a block composed of processes specifies concurrent execution of all contained processes.

6.1. Time

A language suited for the design and implementation of telecommunication systems should support at least two time models. An implementation of a telecommunication system would run under real time conditions and therefore support real time values, e.g. for timer. The design of the telecommunication involves another model of time: model time. In this time model one can assign a certain amount of time to an action or to a signal transport (e.g. no time progress during signal transport but a time progress of one during execution of an action). The assigned time has nothing to do with the time needed to execute the actions during simulation. Instead it indicates time progress under certain conditions.

SDL has no means to specify the duration of an action or a signal transport. Timers are associated with a duration in SDL. This duration implies a partial order of timer expirations. SDL tool providers give additional timing semantics to SDL specifications, e.g. the timer duration is used as real time value of a certain unit.

7. Communication

An active object must be able to communicate with other active objects. Communication can take place when one active object is the source for the communicated information, another object accepts the communicated information and there is a way to transport the information between the objects. Two kinds of communication should be supported:

- stream communication
- operational communication

Stream communication denotes a continuous exchange of entities from the source object to a sink object. This kind of communication is necessary to model a continuous data flow like a speech channel in a telecommunication system. Stream communication takes place between special attributes of an object: stream attributes.

Operational communication denotes the invocation of an operation (an executable attribute) at a target object. An operational communication comes in two flavours:

- asynchronous communication and
- synchronous communication.

The source of an asynchronous communication does not wait until the operation is finished. Asynchronous communication can be divided into two groups:

- with assured reception,
- with non-assured reception.

Using assured reception the source of the communication waits until it is assured that the operation reaches the target and that the target can execute such an operation. It is not assured that the operation is executed (the active object can decide to die before the operation is executed). Assured invocation implies assured reception. It guarantees in addition that the operation was started. Non-assured reception does neither guarantee that the operation reaches the target nor that it is started.

The three kinds of asynchronous communication are necessary to mirror the high time and security constraints of telecommunication systems. For instance telecommunication systems must assure that a communication which delivers the billing information reaches the object which provides billing, but the source object should not wait until the billing information is actually stored. This requires asynchronous communication with assured reception.

If the target can terminate before all operations are executed that are already delivered to the target and one wants to assure that the operation is executed assured invocation must be used. This may be necessary in systems in which an object is replaced by another object, but the pending operations are not transferred to the new object. The old object terminates but notifies all sources of assured invocation operations about the failure of execution.

Communication with non-assured reception is necessary to communicate logging information which can be discarded because an object terminated. SDL provides this kind of
communication through signal sending.

Using synchronous communication the source object waits until the operation is finished. This kind of communication also provides results of the operation to the source object. SDL supports synchronous communication through *remote procedure calls*.

Communication between two active objects should be allowed only if a communication path exists which supports a special kind of communication. These communication paths can be established explicitly and implicitly. Explicit communication paths improve reliability because during analysis and execution tools can check whether the specified communication paths are used. Explicit communication paths can also improve readability because the reader can recognize the communication structure of the SHC without viewing the code which invokes communication. Specifying communication paths has the disadvantage that it is tedious work, that it can deteriorate readability because it enlarges the specification and that it does not improve security if all objects have disjoint sets of communication interfaces (see next section about interfaces).

SDL allows explicit and implicit communication paths.

8. Interfaces

The implementation of an operation is hidden from the outside world of an object. It is also hidden how a stream is produced or consumed. This information hiding serves to protect the programmer from writing code which depends from implementation details. Only attributes exposed in *interfaces* of an object can be accessed from outside the object. An interface contains a fixed set of attributes of an object. The interface contains information how an object can access attributes of another object. Communication can take place only if an object has access to an interface and to an attribute in this interface of another object. Objects provide the implementation of an interface.

There are two kinds of interfaces:

* **stream interfaces**: which contain stream attributes only and
* **operational interfaces**: which contain data attributes and executable attributes.

During the design of a telecommunication system the programmer can write down the interfaces of an object without caring about the implementation of the interface. This simplifies the task of writing distributed systems. It hides unnecessary implementation details when a task is devided into smaller tasks.

Gates, exported variables and exported procedures are the attributes visible from outside a process in SDL. However there is no notion of an interface in SDL. The description of external visible attributes and the implementation are not separated.

9. States

Telecommunication protocols are described with finite state machines. Active object should therefore have a special data attribute with a fixed set of values which serves as *state* of the object. An interface is tied to a subset of all defined states. Access to an interface is only possible if the active object is in one of the states which are tied to the interface.

Objects in telecommunication systems communicate only if the object is in a certain state. For instance in the B-ISDN UNI Q.2931 [Q.2931] protocol the reception of an alerting signal (asynchronous communication with non assured reception) is only allowed if the object is in a state „setup delivered“. SDL has state associated operations since it allows selected signals to be received in selected states only.

10. Predefined Passive Objects

Every language used for implementation needs simple passive objects like integer values or real values. Languages for telecommunication systems need furthermore time values to denote the expiration of timers. More sophisticated objects are necessary for mappings which store associations between two objects. Such an associating is needed to tie call specific information to a call number.

SDL has a great variety of predefined passive objects (SDL uses ACT ONE to define data types). SDL can be combined with ASN.1 [X.208] to be able to use additional values like sets or sequences.

11. Summary

From experiences with the design and implementation of telecommunication systems language constraints are defined. Such a language needs active and passive objects to provide a telecommunication service. Active objects are mapped to threads which can be executed concurrently or alternatively. Objects provide data attributes, executable attributes and stream attributes. Attributes are grouped in interfaces. Interfaces are necessary to establish communication. Communication can take place asynchronous and synchronous.

The ITU-T specification and description language SDL is designed primarily for telecommunication systems. However it does not provide all required features. The main restrictions are:

- no interface definitions,
- sophisticated hierarchy definition,
- no asynchronous communication with assured reception and assured invocation and
- limited use of alternative threads.

12. Outlook

This paper does not elaborate requirements about object references, real time constraints or partitioning of language units. It is the starting point for a deeper analysis of language requirements. Other languages like CHILL, LOTOS or ROOM will be evaluated as done for SDL in this paper.
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ABSTRACT
In recent years, Business Object technology is considered to be one of the ideal approaches to deliver solutions to achieve the objective of Software Best Practice (SBP). However, the current phenomenon has shown that the strategies proposed only see the business from the IT developers’ pair of “shaped glasses” with the developers looking at the business from their own perspectives. The influence of business end-users over SBP has since been neglected. Business end-users hold business knowledge and they pose to be the most ideal candidates as business information providers and system testers and responders.

Dynamic Systems Development Method (DSDM) is derived from the concept of Rapid Application Development (RAD) with additional principles emphasising on user’s involvement. DSM provides an ideal environment to enable developers to produce quality software while deliver on time and within budget through the techniques of: joint requirement planning (JRP), joint application development (JAD), function points, time-boxing, clean room technique, feasibility studies, business studies, functional model iteration, system design and build iteration, implementation. The holistic approach of DSM is to form a vehicle to drive the developers and end-users together. Traditionally, developers tend to put a subjective view on their work presuming this is what the real world needs. A fundamental assumption of DSM is that nothing is built perfectly first time. As a result all steps can be revisited as part of its iterative approach. Therefore the current step needs to be completed only enough to move to the next step. DSM not only provides a life-cycle but also the necessary controls to ensure its success.

This paper attempts to integrate two of the existing techniques namely: (1) Business Object Architecture (BOA) and (2) Dynamic Systems Development Method (DSDM) life-cycle environment to develop a Dynamic Business Object Architecture (DBOA). The DBOA model contains business objects holding business knowledge. The architectural design of the BOA makes the business object components easy to be reused. The rejuvenation of life-cycle through different stages of prototyping is to enable the developers to build a model at an early stage of the project before any significant investment is incurred and allows the developers to modify the system throughout the development phases. The holistic approach of DSM through substantial user involvement has brought the business end-users and software developers together to achieve the objective of SBP.

1 INTRODUCTION
Software Best Practice (SBP) is not only the objective of the European Commission (EC) as a driving force of software initiatives but also the objective of commercial organisations and as well as research and development bodies to strive for [ESPRI79]. Software developers are striving hard to bring new products and strategies to improve software quality.

Although there are many ways to achieve the objective of SBP, we believe that if we want to use software to solve business problems, we should understand the business first. A situation in the world can be in any shapes, any forms. It can be very fuzzy and complicated too. We need to make a structured model of the situation in order to make it easier to tackle the problems. There should be a balance between the business problems and software solutions. If the solutions are less than the problems, the software will not be able to meet the business requirements. However, if the solutions are more than the problems, we would be running as a risk of going over-budget or not meeting the deadline. Another thing is that the end-users and the software developers should pass the right messages to each other. All the end-users care about is the user interface, which reflects the performance of the system. End users do not have to know what programming languages are used nor whether the system is built using Object-oriented method or not. These jobs are passed to the software developers.

In order to deliver a system appropriate to the business needs, end-user’s involvement is not only essential but also critical. There are four “C” factors maintaining the relationship between the software developers and the business end-users namely: (1) communication; (2) co-ordination; (3) cooperation; and (4) compromise. There is no longer a vendor/purchaser relationship. It should be a partnership. Business and IT should set a common goal together and work hand-in-hand towards the goal. To fulfill this goal, the research work contained in this paper is focused in Business Objects (BO), Business Object Architecture (BOA) and the Dynamic Systems Development Method (DSDM) life-cycle environment. The paper is arranged in the following order.
In section two, we address the concept of BO, how it is constructed and its problems. Section three explains why an architecture is needed and the way to construct it. In section four, we discuss about life-cycle and the DSDM life-cycle approach. Section five describes the integration between BOA and DSDM to produce a Dynamic Business Object Architecture (DBOA). Section six describes the case study and evaluation. Section seven is the conclusion. Section eight is the future work.

2 BUSINESS OBJECT

The current climate of object-orientation is still predominantly focusing on the analysis and design methodologies, programming languages and user interfaces [Ramesh96]. However, these efforts only emphasise on how to produce "software systems" rather than how to produce "business solutions". We have adopted the Business Object technology as [Sutherland95] describes Business Object as "where in the object are the business?".

Business Object, as defined by the Object Management Group (OMG)'s Business Object Domain Task Force (BOOTF) in their Common Facilities Request For Proposal (RFP CF-44) is: "A representation of a thing active in the business domain including at least its business attributes, behaviour, relationships and constraints. A Business Object may represent a person, place or concept. The representation may be in a natural language, a modelling language, or a programming language" [Shekter96]. In other words, business object is still an object but it extracts the abstraction from the business and simulates it to software components.

The standard definition of Business Object is yet to be finalised by OMG but we have proposed in this paper how we construct the Business Object.

2.1 Modelling the Business Process

We have adopted Jacobson’s Use Case Engineering (UCE) as a foundation to develop Business Objects as shown in Figure 1. UCE has provided a very powerful mechanism to force IT developers to understand the business before anything else. Our Business Object model starts with an Event Diagram to model the business processes on a high abstraction enterprise level.

---

**Figure 1: Event Diagram**

**2.2 Interaction Diagram (Flowchart)**

The Interaction diagram shown in Figure 2 is used to define the business procedures in detail. There are actions, decisions, input and output nodes in the diagram.

**Figure 2: Interaction Diagram**
2.3 Use Case Model

Having defined the business processes, we use the Actor and use Cases to define the relationships between the business processes and how the people handle the processes. As illustrated in Figure 3, each use case represents a task inside the business processes.

Figure 3: Use Cases and Actor

2.4 Use Cases and Objects

In the Use Cases and Objects diagram showing in Figure 4, objects are derived from Use Cases. At this stage, we start to identify what objects should be included in the UCE based on the boundary between the end-user and the system; (2) Control Objects (manipulating the functionalities of the system); and (3) Entity Objects (storing the static data). Each type of object carries out different duties.

Figure 4: Use Cases and Objects

2.5 Complete Use Cases Model

Figure 5 shows the communication between the:
(1) Business End-Users and the Interface Objects;
(2) Interface Objects and the Control Objects;
(3) Control Objects and the Entity Objects;
(4) Entity Objects and the System Developers

Figure 5: Complete Use Cases Model

2.6 Business Use Cases and Business Objects

As shown in Figure 6, the Interface Object, Control Object and Entity Objects which are derived from the UCE have now formed Business Objects. In other words, Business Objects encapsulate Use Case Objects.

Figure 6: Business Use Cases and Business Objects

2.7 Business Object encapsulates Entity Objects

Figure 7 expands from Figure 6. Having identified what Entity Objects to be included in the Business Object, we then define the attributes within each Entity Object for aggregation. The Business Object itself has its own attributes and operations that are outside the selection from within the aggregated Entity Objects.
2.8 A Road Map of Business Object

As shown in Figure 8, Business Object starts with business process and is followed by the interaction between the Actor and Use Cases. Objects are derived from Use Cases. The Interface Object, Control Object and Entity Object play different roles. Business Object encapsulates the Use Case Objects in the form of a package consisting of business processes, functionalities, operations and static data.

2.9 Problem of Business Object

When it comes to complexity management, no single definition of a Business Object can serve all purpose. One Business Object has only a single interface definition and is unable to take different points of view [Daniels/96]. Moreover, we do need workflow direction to describe different business transactions within an organisation.

3 BUSINESS OBJECT ARCHITECTURE (BOA)

The problem occurs in Business Object has prompted the adoption of Business Object Architecture (BOA). Cory Casarave - Chair of OMG Business Object Domain Task Force (BODTF) defines an architecture to represent the components that are used to "model" the business problems and build the system. As shown in Figure 9, our proposed BOA framework is to adopt both Top-Down and Bottom-Up approaches. After defining the Business Processes from a high level abstraction, Entity Objects are identified Bottom-Up. Finally, Business Objects are formed which integrate the Business Processes, functionalities and operations together. Business Objects do not encapsulate the Entity Objects (as opposed to the conventional way of Object-oriented encapsulation). Rather they call the Entity Object when they want to use them. The Entity Objects stay in the same position at the bottom of the framework. Benefit of which is that different Business Objects share a single Entity Object. Therefore, if we want to change the attributes of the Entity Object, we only have to change once. Another advantage is that not only we can reuse the Entity Objects but also we can reuse the Business Processes. Business Objects can also be reused as a package as well.
4 DYNAMIC SYSTEMS DEVELOPMENT METHOD (DSDM) LIFE-CYCLE ENVIRONMENT

Life-cycle methodologies are used by software developers and project managers in facilitating controllability for their project management. There are different types of life-cycles such as Waterfall [Hinson96], Spiral [Boehm86], Fountain, Pinball [Henderson-Sellers96], Rapid Application Development [Martin91], Dynamic Systems Development Method (DSDM95) [L]. DSDM provides an ideal environment to enable developers to produce quality software while deliver on time and within budget.

5 DYNAMIC BUSINESS OBJECT ARCHITECTURE (DBOA)

DBOA is a technique to develop a BOA using DSDM’s holistic approach by means of substantial user involvement, frequent reviewing, testing, and identification of problems at the early stages of development. The iterative life cycle also enables developers to review and modify the model even on a conceptual level. Figure 10 shows the DBOA model. The BOA is situated in the centre of the DSDM life-cycle model. Among each life cycle, there is an incremental prototyping approach through these phases moving anti-clockwise from the top with feasibility studies, 1st phase functional prototype, 2nd phase functional prototype, design prototype and implementation. Black arrows show the transfer points from one phase to another and the grey ones show where the development can easily return to an earlier phase. The white arrow indicates that the BOA model can always be rearchitectured at any stage of the life-cycle.

6 CASE STUDY AND EVALUATION

6.1 Case Study - A New Buyer System

The case study project is to combine the Domestic Buyer and Export Buyer’s data files together to form a single file and single interface. The project spanned a five week period in terms of five time boxes as shown in Figure 11.
CONCLUSION
Although the result of the above case study is considered to be successful, DSDM is still not a mature technology. There are several 'challenging' areas where the developers would have to warn the developers when using the DBOA approach.

- Friction between developers and end-users: there is always a situation where the developers and the end-users do not get along well.
- How to select the right people and to empower them to make right decisions: this is more to do with business issues and can only be improved through experience.
- Time-boxing Syndrome: everything is set inside a time-scale agreed with the business end-users. If planning is inefficient, developers would juggle between time-boxes. They will be forced to omit some unfinished tasks if they overrun the time-boxes or getParallel to catch up at later time-boxes or they might have to abandon project if under pressure.
- Work Pattern / Paradigm shift for developers: the boundary between IT and business world is taken away. Developers have to cross the border to communicate with the business end-users and to experience business environment rather than developing the system in their own environment.

FUTURE WORK
- Tackle the challenges: Continue to research on the strategies to tackle the challenges as listed above.
- Object Repository/Reuse Library: Object Repository and Reuse Library for managing reuse is to be developed through CASE tools. As the DBOA is developed under a rapid and iterative life-cycle, appropriate CASE environment is critical. High level development tools and 4GL implementation will continue to be used in the future projects using DBOA as a foundation. The combination of both of these technologies means that design/implementation iterations which a few years ago may have taken a matter of weeks, could now be achieved in hours.
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Abstract
We present a view on software systems and emphasize that a software system creates the user's conceptual model. Regarding a software developer as a user, we point out the existence of a gap between the conceptual model of a software development system and the software developer's conceptual model of a software system. To minimize this gap, extending software development systems to support architectural abstractions is motivated. A two level model consisting of a program level and an extract level is proposed.

1 Introduction
Traditionally software has been designed with focus on algorithms and on components making up the system. Today software is to an greater extent being designed with focus on the user's experience with the software. Attention is paid to the nature of human-computer interaction and the metaphorical spaces that users inhabit when using a piece of software—the design of software is the design of the user's conceptual model [Winograd, 1996].

A software developer is a kind of user who uses software to develop new software. If a development system is to be comfortable and productive to use we must, according to [Winograd, 1996], pay attention to the user's conceptual model when designing the software development system.

2 Architectural Abstractions and Development Systems
A software development system can be orientated towards several sets of concepts; examples include classes and objects, functions, and logical assertions.

Software development with classes and objects is now so well-understood that software developers are extending their design language. A software developer's design language is the set of abstractions over structures in a software system. The elements finding way to software developers' design language are new concepts that express the architectural patterns of a class and object relations and collaborations. One kind of archetypical patterns are termed design patterns [Gamma et al., 1995]. Design patterns are not dependent on a specific software framework, but occur across many software systems. This evolution is reflected in recent books on object-oriented programming, for example [Gamma et al., 1995, Buschmann et al., 1996].

The patterns of class and object collaborations are in [Kristensen, 1996] regarded as examples of architectural abstractions where the notion of an architectural abstraction is a more general concept

Kitty Huang

52
regarding abstraction over structures in software systems, and as such it is a more convenient concept when discussing extensions of a design language as it covers other kinds of abstractions than just class and object relations and collaborations.

With the arrival of new architectural abstractions comes also an increased distance between a software developer's design language and the conceptual model represented by his software development system. The more abstract or complex the new concepts are, the farther the distance between languages becomes. The distance between the languages is problematic since developing software involves both languages and translations between these, and the farther the distance between languages, the harder it is to develop software using the specific software development system.

We are therefore interested in understanding design patterns, and to describe a model for these, and to describe a software development system in which design patterns are part of conceptual model represented by the software development system.

3 Program Level and Extract Level

We regard programs and design patterns to reside at two different levels. The programs reside at the program level and design patterns reside at the extract level. The overall idea is that the programs themselves are expressed at the program level, and our additional understanding of the programs is expressed at the extract level.

3.1 Program Level

A programming language is a language for describing a process/computation. The program is executed by an interpreter which is constructed to meet the semantic specification of the programming language. The structure of a program is given by an abstract syntax, and can be understood as a series of elements arranged in accordance with the abstract syntax.

A program can also be understood more independently of the abstract syntax—general patterns for organising elements and their relations can be identified and understood at a general level (we might think of composite and observer design patterns here). These patterns will of course contain elements that are part of the abstract syntax, but the organisation is different from what is dictated by the abstract syntax. A program element in a program can be understood through several patterns, and the patterns hence become perspectives on a program.

It is these different understandings of a program that we want to capture at the extract level.

3.2 Extract Level

At the extract level we want to be able to express how we perceive a program. The main element at the extract level is the extract abstraction which design patterns are special cases of. The idea behind extract abstractions is that we group together relevant program elements and consider these as a whole.

Two kinds of operations are relevant for extract abstractions:

1. Operations on the relations between extract abstractions and program elements. This is related to connecting program elements and extract abstractions, creating program elements from extract abstractions, and creating extract abstractions from program elements. We will discuss this in Section 3.3.

2. Operations on extract abstractions themselves. As a starting point we use the model for abstractions presented in [Kristensen and Østergaard, 1994]. From here we obtain four operations on extract abstractions: aggregation, decomposition, generalisation, and specialisation. Aggregation means that we form a new extract abstraction on the basis of more simple extract abstractions. Decomposition means that we decompose a (more complicated) extract abstraction into more simple extract abstractions. Specialisation means that we form a new extract abstraction by adding properties to it. Generalisation means that we omit some properties from an extract abstraction. In order to understand these four operations on extract abstractions we must have an understanding of the notion of properties. Only then we will be able to outline an algebra for the operations.

We consider an extract abstraction to be a sequence of extracts, where an extract can either denote a program element or an extract abstraction. The properties of an extract abstraction are the set of extracts it contains. In order to combine extract abstraction we need to define operations (addition, overwriting) on properties. What should happen when we add two method-extracts?, two class-extracts?

3.3 Relations

In this section we discuss various operations involving both program elements and extract abstractions.

Processes. We discuss the three above mentioned processes:

- Creating program elements from extract abstractions. The elements in the extract abstraction are copied and possibly renamed. The extract abstraction functions as a template for the program code.

- Creating program elements from extract abstractions where the new elements are coupled to already existing program elements. The existing program elements are extended by (a subset of) the elements in the extract abstraction. Here we need to define matching operation between program elements and extract abstractions.

- Marking existing program elements as instances of an extract abstraction. Here we realise that something existing can be seen as an instance of an extract abstraction. In practice, however, something existing will rarely fit an extract abstraction, so some support/guidance for adjusting the program elements to the extract abstraction will be needed.

Types of references An extract abstraction can be related to two kinds of program elements:

- Concrete program elements. These program elements cannot be specialised, and the elements might, depending on the language, be imperatives, declarations, etc.

- Abstract program elements. These program elements can be specialised, e.g. classes and methods. By relating abstract program elements to extract abstractions we can couple the specialisation of program elements to specialisation of extract abstractions.
Also we can categorize extract abstractions into those that are self-contained, and those that are dependent on program elements. The first group can be exemplified by the observer pattern and other general purpose patterns. The latter group consists of context-dependent patterns. As examples we might consider patterns related to a specific framework, which means that they are domain specific.

4 Summary

We presented a motivation for supporting higher level abstractions than object and classes in software development environments. The motivation was rooted in the idea of the user's conceptual model.

We suggested a two level view on software. The program level, which contains the operational description of the system, and the extract level, which contains descriptions of how we perceive parts of the system and how parts are combined.

Some work on software development environments supporting patterns has already been done, but much remains to be done on the conceptual level.
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In the project Oberon-D [Kna97] the following database features are added to the Oberon system:

- Persistence, a characteristic describing an object's lifetime,
- Schema Evolution, the possibility to change the type of the persistent objects,
- Query Languages, the possibility of a simple access to the objects,
- Recovery, the guarantee that a consistent state is recovered after a system crash.
- Concurrency

We divided our project into different parts. Each part adds a new database functionality to the Oberon system and is presented in a section of its own.

2 Persistence

Persistence is a characteristic describing an object's lifetime. In a language with persistence, objects may survive between program runs. In contrast to persistent objects, transient objects only exist during one run of a program.

Persistence in Oberon-D is obtained by a persistent heap on the disk. Persistent objects are on this heap, while transient objects are in the transient memory. Transient and persistent objects can access each other mutually. Accessing a persistent object leads to loading the object into the transient heap. If persistent objects are not accessed from transient objects any more, they will be written back to the persistent heap. Persistent objects which are not referenced by a persistent root are reclaimed by a garbage collector.

All objects are allocated with Oberon's standard procedure NEW. They become persistent as soon as they are referenced (directly or indirectly) from a persistent root. A persistent root is any object that has been registered using the procedure Persistent.SetRoot (obj, key), where obj is (a pointer to) an object that should become a persistent root and key is a user-defined string that serves a unique name for the root.

Applications may access a root object with the name key by using the procedure Persistent.GetRoot (obj, key). Having the root, persistent objects which are directly or indirectly referenced from the respective root object can simply be accessed by pointer dereferencing.

The following code fragment shows how to make a list of objects persistent by registering its root with the key "myroot":

```pascal
TYPE
  Node = POINTER TO NodeDesc;
  NodeDesc = RECORD data: INTEGER; next: Node END;

VAR
  p, q: Node;

BEGIN
  p := NEW (p); q.data := ...;
  NEW (q); q.data := ...;
  p.next := q; q.next := NIL;

  Persistent.SetRoot (p, 'myroot')

This persistent list can be accessed as follows:

Persistent.GetRoot (p, 'myroot'));
WHILE p  # NIL DO
  OutInt (p.data, 10);
  p := p.next
END
```

Another central point is the deallocation of unused persistent data. Transient data is reclaimed automatically by a garbage collector that frees programmers from the non-trivial task of deallocating data structures correctly and thus helps to avoid errors. We also use a garbage collector for persistent data. All disk objects that are not accessible from a persistent root are garbage and will therefore be removed in the next run of the garbage collector. The garbage collector is started explicitly by calling a command. A persistent root with memory name n can be removed by the function Persistent.RemoveRoot (n).

After the presentation of the usage of persistence in Oberon-D the implementation is introduced: Each object is identified by a unique key, the object identifier OID. In order to make an object persistent it is necessary to map it into an external representation. There are three possibilities involved: When should the object be externalized, where should it survive, and how should this mapping work?

- When?
  This point was easy to decide. An object should be externalized when it is no longer referenced by a transient object. There is only one possible time to map such objects: between the Mark and the Sweep phase of the garbage collector. All persistent objects that are unmarked after the Mark phase are externalized. Externalizing an object earlier would allow that it could still be changed phase afterwards via references to it. Externalizing an unreferenced object after the Sweep phase is impossible, since the object does not exist any more.

- Where?
  All persistent objects are stored in a single persistent heap. Their positions are reflected in their OID. In future versions we plan to investigate the use of multiple heaps (see also Section 5).

- How?
  An externalization procedure is called for all objects, that should be externalized. This procedure maps them to their external presentation by writing the type of the object and the object's data to the disk.

Another question is how to load persistent objects. The trap handler is responsible for reading persistent objects. Every time an OID is dereferenced, an illegal pointer trap is caused. The trap handler determines the register whose contents caused the trap. If the register contains the trap handler calls, otherwise the absolute value of the register's contents is NIL. The standard trap handler is called, otherwise the handle pointer is equivalent to a persistent object's OID. In this case the trap handler loads the object into the transient heap.

3 Schema Evolution

Persistent objects can exist for a long time, but in this time the environment may change, e.g. new experiences and new demands can influence the persistent objects. These environment changes can lead to new object structures to better meet the needs of the applications. Such changes are often not supported by the database system, so the user is himself responsible for a schema change, which means high efforts and costs for the user. It would be advantageous if the system supports the user by handling these changes automatically. Such a process - called schema evolution - is often missed, because of the high implementation effort and the produced additional delays. Our solution is to integrate the schema evolution process into the persistent garbage collector. So, no additional delays are produced, and the implementation is rather easy.

For the user of Oberon-D the schema evolution process is rather simple. He has to start the persistent garbage collector, which migrates all inconsistent objects to the new type automatically. So schema changes, like adding or deleting of attributes, renaming attributes, and
modifying the inheritance hierarchy can simply be detected and repaired. There is also a possibility to handle schema changes in a manual way, thereby the user has to implement a transformation procedure, which reads the object from the disk, by using the special type **PersMaps.Map**. With this procedure changes such as summing up of two attributes to a new component are possible. The following code fragment shows such a procedure:

```plaintext
PROCEDURE TransProc* (map: PersMaps.Map; o: SYSTEM.PTR); (* transformation procedure for type T *)
VAR a: T; x, y: LONGINT;
BEGIN
  a := SYSTEM.VAL (T, o); (* o interpreted as of type T *)
  map.Recall (x); map.Recall (y); a := x + y;
  map.Recall (j) := sum; map.Recall (k) := dummy;
END TransProc;
```

The schema change which is done with this procedure is shown in Figure 1.

**Figure 1.** Old and new type structure of type T.

Also the implementation of schema evolution is rather simple. It is done during a persistent garbage collection run. Oberon-D uses Stop & Copy [W92] garbage collection to delete obsolete persistent data. This algorithm uses two heaps (files) and copies all accessible objects from the heap fromHeap to the heap toHeap.

For each referenced object the garbage collector checks if its type was modified since the last garbage collector run. If so, the object is read from fromHeap using the old type definition and written to toHeap using the new type definition. Between reading and writing, a conversion from the old to the new format is done. The general idea can be seen in Figure 2.

**Figure 2.** General idea of schema evolution process

In a first step, the garbage collector has to find out which types have been changed. It iterates over the list of persistent types and checks for each type if the old type structure still equals the current type structure, which is obtained from the run-time type information (available by the object system). Each type with a changed type structure is marked.

As the next step, an attribute mapping list is built for every marked type. It shows how to map the attributes of the old type to those of the new type. To build the mapping list, the fields of the old type and the new type are first collected in two separate field lists containing the names and the types of all fields including those of their supertypes (see Figures 3 and 4). The fields of types for which a transformation procedure was specified are not included in this field list.

**Old Type Structure:**
```
TYPE A = POINTER TO ADesc;
TYPE B = POINTER TO BDesc;
```

**New Type Structure:**
```
TYPE A = POINTER TO ADesc;
TYPE C = POINTER TO CDesc;
```

**Figure 3.** Example for type change

The attribute mapping list is then built as follows: For every field y in Old an entry is created in the mapping list if one of the following conditions hold:

- New contains a field x with the same name as the field y and x := y is a valid assignment.
- The yet unmapped part of New contains just one field x with the same type as y (x and y may have different names).

A mapping list entry contains the offsets and the types of x and y. Any fields of New that could not be mapped will get undefined values later. Figure 4 shows the mapping list for the example in Figure 3.

**Figure 4.** Example for an attribute mapping list

The entry (b, c) was included, because when b was inspected in Old, c was the only unmapped LONGINT field in New. The same holds for the entry (c, d). The entry a was included, because the corresponding fields in Old and New were assignment compatible. Field d from Old was not included.
If a transformation procedure was specified, this procedure does the mapping, otherwise the attribute mapping list is used. After the garbage collection, the type list is changed to contain the new type structures.

4 Query Language

Object-oriented databases support accessing to data by implementing programs. This is convenient for professional programmers, but not always for end users who prefer simple access via an SQL like language. Such an SQL like language for object-oriented databases, called OQL, is presented in the article Object Database Management Group (ODMG) [Cat96]. In our work we implemented an Oberon-2 binding for the ODMG-93 standard.

In order to exchange data between the database and a program there must be a mapping between the object types in the database and the types in the Oberon program. Basic ODMG types such as integers or strings are mapped to standard Oberon types. Types for which there is no counterpart in the Oberon language such as relations and collections are mapped to abstract data types defined in a module OML. This module defines the collections Set, Bag, List, and Array. Before a collection is used it must be allocated and initialized by specifying its element type.

Objects in Oberon have a unique identity, and references to objects may appear in a variety of naming contexts. These names can be accessed from OQL. The object query language can be used to perform database queries. There are two ways to call OQL commands from Oberon programs: one can call a method of a collection object, i.e. col.Select (cmd), col.Exists (cmd), or col.ForAll (cmd); alternatively, one can call the procedure OQL.Query (cmd, res). The parameter cmd is a string containing an OQL command in which all visible Oberon variables can be used (i.e., local variables, global variables or persistent roots).

In both cases the OQL command is translated into an Oberon-2 program, which is compiled and executed "on the fly", which means that the user is not aware of the translation.

The ForAll method is a universal quantification, which returns TRUE if all the elements of the collection satisfy the query and FALSE otherwise. The Exists method is an existential quantification, which returns TRUE if one of the elements of the collection satisfies the query and FALSE otherwise. With the Select method all objects of the collection which satisfy the query can be fetched. That means col.Select ("age = 15") returns the same result as the OQL statement select all from col where col.age = 15.

The procedure OQL.Query (cmd, res) executes the OQL command cmd, and returns the result in the parameter res, which is a structure of type OML.Valuel. Value has an attribute class indicating the type of the result as well as attributes for each possible type of result. A very simple example of such a call is OQL.Query ("3 < 4", res) which retrieves a value res with res.class = OML.Bool and the boolean attribute res.b = TRUE.

As an example for the query language we show an Oberon-2 application which accesses an ODMG software database containing information about modules (type Module) and variables (type Var). Each module has a name, a code size, a set of procedures proc, and a set of variables vars. A global variable mods holds the set of all modules. The procedure Query in Figure 5 shows how to perform OQL queries from within Oberon (an asterisk after a declared name means that the name is exported).

5 Future Work

Oberon-D is an ongoing project. The next steps will be to add the following items (see also http://www.ssw.uni-linz.ac.at/Projects/OberonD.html):

- Recovery: Another interesting point is the occurrence of a system crash. In that case the system must guarantee that the database is in a consistent state at the next system start.

- Concurrency: Concurrency control limits simultaneous reads and updates by different users to give all users a consistent view of the data [Cat94, p.69ff]. Although Oberon-D is a single-user database system, there may be different tasks working simultaneously on the persistent heap.
Additionally, the already implemented functionalities will be improved in the future. The most important points are:

- Optimization of the persistent garbage collection. Garbage collection can be optimized by caching the old and the new heap of the copy collector in transient memory. Nearly all of the memory can be taken for this purpose. Depending on the number of cache blocks and the size of each block the time profit is over eighty percent. The best values for these two parameters have yet to be found.

- Usage of more than one heap: In the current version all objects are stored on one persistent heap. In future versions the user should have the choice between different heaps, e.g., each application can have its own persistent heap.

- Schema evolution should be supported by offering the user a schema editing tool. This allows the description and revision of the schema through a graphical user interface.

- Furthermore our work will be evaluated by implementing a huge example, probably a software database.
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Abstract

The object-oriented paradigm is a new technology for producing software. This new technology has many benefits for parts of the entire software development cycle (analysis, design and implementation phases): the object-oriented development process is iterative, the object-oriented paradigm emphasize reuse, the items of interest are always the objects, ... Thus, engineers and managers want to use this technology in their own field. But, for critical systems, which need a certification, the testing process is an important task.

Then, the testing techniques for object-oriented programs should be studied even though some people can think the object-oriented paradigm seems to be the panacea. By applying usual testing techniques (i.e. those for procedural programs) for object-oriented programs one found two major problems. First, procedural testing techniques are not well-suited for object-oriented ones; there is an intrinsic difference between the procedural and the object-oriented approach (structure vs. behaviour). Second, the new useful features introduced (such as encapsulation, inheritance, or polymorphism) imply new problems for the testing process: problems of observability and undecidability, for example.

Then we are interested in studying these new mechanisms with the tester viewpoint in mind through three major questions. What are the new problems raised? How usual solutions for the testing process can be applied (or extended) or do we have to find new ones? and, How object-orientedness (the new mechanisms) can help us for the testing process?

1. Introduction

The testing process of a software is part of its verification process, which aims at verifying that its implementation meets its specification. Testing consists in exercising the software with input values. In practice, testing the software with all the input values from the input domain that (exhaustive testing) is not feasible. Then the tester has to select a subset of the input domain that is well-suited for revealing the real, but unknown, faults. The selection is guided by test criteria that relate either to a model of the program (structural testing) or to a model of its functionality (functional testing) [Beizer 1990].

Given a model and a criterion, there are two principles for generating test inputs: deterministic and probabilistic. In the deterministic approach, test inputs are selected from the input domain (generally by hand) in accordance with the criterion [Beizer 1990]. In random, or statistical, testing, test patterns are selected according to a defined probability distribution on the input domain: the distribution and the number of input data are determined according to the adopted criteria (see e.g. [Duram & Ntafos 1984, Thévenod-Fosse et al. 1995]).
Testing is then accomplished in three main phases (testing levels):

- unit testing is the test of small building blocks (the unit is the smallest piece of software that can be independently tested). With "procedure-oriented" software in mind, unit testing is the testing of subprograms (the work of one programmer which consists of several hundred or fewer lines of code);
- integration testing is the test of an integrated aggregate of one or more units;
- system testing (software, library, ...).

Object-Oriented paradigm is a radically new approach to software construction [Koson & McGregor 1990, Hill 1996]. It introduces new features so that some people can consider testing necessary step to produce highly reliable software because to err is human. An extensive survey of the literature on this topic can be found in [Binder 1996].

In the remainder of this article, we discuss the modifications introduced by the object-oriented paradigm in the testing process. We present shortly the problems raised by this new approach and some work on these topics. And finally, we describe directions for our further investigations.

2. Testing of Object-Oriented Programs

In object-oriented programs, subprograms (i.e. object methods) cannot be considered as the basic unit of testing. Indeed, object methods may interact with other objects in the same class or with objects in other classes. Hence, the smallest unit to be tested is an object-oriented program. The instantiation of an object-orientedness (like encapsulation, inheritance or polymorphism), usual models of programs and then associated test criteria cannot be applied directly. Nevertheless, they are still well-suited for some parts of the test, typically algorithm testing. Then with object-oriented programs, there is a need to find new models and new criteria, or to modify usual ones.

To find new models, one have to understand the new features introduced by object-orientedness and the problems they raise.

Objects are the basic run-time entities in an object-oriented program. They are instantiation of classes and encapsulate both state and behaviour (i.e. attributes and methods). Testing a class, in [Leger et al. 1992, Turner & Rosson 1993a, Barbeay et al. 1994, Mc Daniel & McGregor 1994, Kung et al. 1995], encapsulation, inheritance and polymorphism.

- Encapsulation implies a problem of observability because the only way to observe the state of an object (during testing one want to check the coherence of the object's states) is through its methods. There is a problem if some attributes cannot be reached through a method. Observability or deriving this class is achieved (one method per attribute).
- With inheritance, it is clear that added and overridden methods have to be tested but one can think that inherited methods don't need retesting (if the parent class is already tested). It is a Furthermore the set of states may differ from the parent class to the subclass, because among other things attributes may be different. Thus, every method of a class has to be tested according to the set of object's states.

- Polymorphism, and dynamic binding introduce a problem of untestability. It is very difficult or even impossible to statically predict which method will be invoked in a given test case. This problem appears when a call to a polymorphic method is made or when a test case is executed. The problem is further compounded if the method has polymorphic parameters. Nevertheless, an intrinsic characteristic of polymorphic methods is that methods can help use: they all logically perform the same task (otherwise, they cannot be polymorphic). Then one can specify the expected minimal features of a polymorphic method (the task) and all its possible redefinitions.

Some work currently takes these mechanisms into account. They concentrate on testing levels, models and methodologies.

Classical testing levels (i.e. unit testing, integration testing, ...) are used with some changes to test object-oriented programs in [Fiedler 1989, Jorgensen & Erickson 1994]. And new testing levels suitable for object-oriented programs are studied: class testing (see e.g. [Murphy et al. 1994]), intra-class and inter-class testing (see e.g. [Kung et al. 1993]).

Testing at the class level is also introduced through a new approach. Because the class is the basic unit for testing strategies, one have to consider its behaviour. For this purpose the behaviour is broken down into states, i.e. values stored in each of the variables that constitute the data representation. This is state-based testing [Kung et al. 1993, Turner & Rosson 1993b, Kung et al. 1995]. State-based testing focuses on objects' state-dependent behaviour rather than the control structure and individual data.

With the new testing level (the class), Kung et al. present three complementary diagrams.

- The class data flow graph is obtained from the reverse engineering of source code: the object relation diagram (displays inheritance, aggregation and association relationships between classes), the data flow graph (a kind of control diagram and data flow graph associated to each method), the object state diagram (hierarchical, concurrent, communicating state machine that models the object's state-dependent behaviour).

Two important methodologies are introduced to take advantage of object-oriented features.

Incremental testing [Harold et al. 1992] consists in constructing an inheritance hierarchy for testing history of classes in parallel with the class hierarchy. Depending on the inheritance relationship between the parent class and the child class, one can decide to use or not test cases from the parent class, or design new test cases.

The use of statistical (structural) testing for object-oriented programs is studied in [Thévenod-Fosse & Waezlync 1996]. Emphasis is put on the inheritance mechanism so that progressive testing of small subsystems (class cluster) is facilitated.

Most of the work describe above is made from the software analysis (reverse engineering, ...). Another approach consists in testing from formal specification. From this point of view, work has been made for procedural programs and also for object-oriented programs (see e.g. [Doong & Frankl 1994, Barbeay et al. 1994]).

Without doing formal specification, one can however use appropriate analysis and design methodologies with the aim of testing.

In some work, design models are used to help testing procedural software. Particularly, finite-state machines are used in [Chow 1978, Waezlync 1993, Thévenod-Fosse et al. 1995] for testing purpose. Statecharts [Harel 1988], an extension of finite-state machines producing modular, hierarchical, and structured descriptions are also used to model behavioural aspects of a software: in [Thévenod-Fosse & Waezlync 1993, Waezlync 1993] the authors use Statecharts, a tool based on Statecharts [Harel et al. 1990], for designing test cases.

Unfortunately, little work is made to use object-oriented analysis and design methodologies for the testing process [Binder 1994, Poston 1994].
3. On going work

In that context, our purpose is to study new models (and test criteria for these models) or adaptation of classical ones that take into account object-orientedness. New features like in such models. This first step in our work will be made without being worried about the testing level (unit testing, integration testing, class testing, ...), or the testing technique which will be applied according to the studied model (deterministic testing, statistical testing, ...).

In that direction we are interested in extension of state-machines (for object-orientedness) so that testing techniques based on state-machine could be applied, or extended. At the present time, extend Statecharts in object-oriented design, Coleman et al. [Coleman et al. 1992] made. Typically, Objectchart transitions correspond to state-changing methods of a class and relationships. In [Harel & Gery 1996] the authors introduce an UML-consistent (UML-oriented) system. This approach addresses inheritance, dynamic changing, association. These two approaches and the model introduced by Kun et al. [Kung et al. 1993] are very close because they try to address the same things from the same graphical language: finite-state machines.

Furthermore, we are interested in using object-oriented analysis and design methodologies in general. From this point of view, the Object Modeling Technique (OMT) [Rumbaugh et al. 1991] and its union with the Booch's method [Rumbaugh 1996] seem to be good candidates. Indeed, in these methods, the behavioural aspects are designed with Statecharts.

Then we are interested in applying statistical testing to object-oriented programs because several case studies have already confirmed the high fault revealing power of this technique for procedural programs (see e.g. [Thévenod-Fosse et al. 1995]).

We also want to address the problem of the programming language. Each object-oriented programming language (like C++, Java or Ada95) implements differently some features of the object-oriented paradigm. Hence, the question of whether or not testing has to be different from one to another is still an open issue.
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SDL'92 supports the concept of parametric types to allow using a type in different contexts. The SITE generator produces C++ code for a given specification. This paper presents an approach to translate generic SDL types into C++.

Translating SDL to C++

The ITU-T Specification and Description Language [Z.100] is used to define telecommunication services and protocols. It supports structural and behavioural specification elements. In its 1992 revision, SDL introduced concepts for object oriented specifications and generic types. The SDL Integrated Tool Environment (SITE, [Scho85]) provides tools to analyse and execute SDL specifications. Execution of SDL is based on a translation process of a given SDL specification to a set of C++ classes. The generated C++ code is structurally similar to the original SDL specification: For a given SDL entity (system, block, process, procedure, service, data-type specification), a fixed number of C++ classes is generated, usually one. The generated classes are derived from classes defined in the SDL runtime library. The inter-working between the generated classes and the library classes is defined by means of method calls. The generated code calls methods defined in the library, and the library calls virtual methods implemented in the generated code. This set of methods defines the interface of an abstract SDL machine. The interface allows the implementation of the SDL machine in different ways. There are currently two SDL libraries: The simulation library allows the execution of a specification using a simulator, and the prototype library provides the interworking with a given target system.

SDL Context Parameters

The object oriented features were introduced into SDL in order to facilitate re-use and encapsulation. Instead of defining a system or process instances, a system type or block type can be designed and stored in a package. Applications can use these definitions either to define derived type definitions, or to instantiate these types in their target context. Virtual types allow one to replace a type with a different one in a redefinition of the enclosing type, and virtual transitions allow one to replace single transitions (i.e. action sequences) in the redefinition of a process type or procedure. Unfortunately, these mechanisms are not sufficient for applications where instances of the type need to interwork closely with the environment where they are instantiated. Therefore, SDL'92 allows to parametrise a type definition with context parameters.
The following kinds of context parameters are supported in SDL '92:

- Process context parameters define a process instance set. They can be used to create new processes in the set, or send signals to the instance set (meaning that an arbitrary process in the set will receive the signal).
- Procedure context parameters allow to pass a procedure definition to a type definition (e.g., procedure or service type definition). For example, a generic procedure could apply a given procedure to each element of an array.
- Signal context parameters can be used to send and receive signals defined in the context. The context parameter can also be used to specify channels and signal routes that transport the signal.
- Variable context parameters can be passed to procedures and services, so that they can access and modify values of a variable of the context. For procedures, the same effect can be achieved by passing the variable as an actual inout parameter to each call. By introducing a variable context parameter, it is specified that the same variable is accessed in each call.
- Timer context parameters can be passed to procedures so that the latter can set the timer and receive the timeout signal. This is desirable if a procedure with states should return either on reception of a signal, or reception of a timeout.
- Synonym context parameters allow the use of symbolic constants in a type definition, where the actual value of the synonym is available only in the context of the type instantiation.
- Remote variable and remote procedure context parameters allow the type to export and import a remote entity which is defined in the context of an instance.
- Sort context parameters allow to pass data type definitions to a type definition. A sort context parameter can be used almost everywhere where a sort definition can be used, including variable declarations, formal parameters to procedures, processes and signals, as well as in syntype definitions. Using the sort context parameter as a base type in sort specialization is not allowed.

Many of the context parameters come in three flavors: unconstrained, constrained by base type, and constrained by signature. For an unconstrained formal context parameter, a definition of the right entity kind can be passed as actual context parameter. If the context parameter is constrained by a base type definition (keyword :atleast), the actual context parameter must be of a type that is a specialization of the context parameter constraint. If the context parameter is constrained by signature (keywords :for and :returns or :operators and :literals), the actual context parameter must support this signature. For procedure and context parameters, this means that the formal parameter lists must match. For sort context parameters, the actual sort must provide the operators and literals defined in the constraint.

Translating Generic Types to C++

One objective of the SITE C++ generation is to allow separate compilation of packages. In other words, an SDL package should be compilable into a C++ library that can be linked with the code produced from an SDL system definition using that package. Current C++ compilers do not support code generation for C++ templates, instead, they instantiate the template for each parameter combination at compile time. This technique contradicts with the objective of separate compilation, thus translating generic types to C++ templates is not acceptable. In addition, some context parameters, especially process instance sets, are not adequately translatable to C++ templates.

Instead, actual context parameters are represented as instances of C++ classes throughout the SDL runtime system. For most parameter kinds, the usage of these instances in the generic type is straightforward and similar to the usage of those entities in non-context-parameter

Implementing Genericity as Specialization

In the case the interface needed inside the type definition is available in the SDL runtime library, implementation of context parameters is straightforward. An example showing the usage of process context parameters should illustrate that approach. First, consider the following specification snippet which does not use context parameters:

```c
signal pl_created(PId);
process pl: fper i integer;
start;
stop;
endprocess;
process p2 referenced;

procedure proc;
start;
create pl(10);
output pl_created(offspring) to p2;
return;
endprocedure;
```

This defines a procedure which first creates a process in set p1, then sends a signal to p2 notifying about the process creation. For the process creation, the following code is generated:

```c
pl_SetPtr ->
create(my_process(), new arglist(1, SDLInt(10).addr()));
```

First, the instance set pointer is accessed. Then a method `create` is invoked on the instance set. This method expects the parent process and the argument list. The argument list is represented in an `arglist` object, which carries a variable number of arguments. The class `arglist` was introduced in the SDL machine interface primarily to support inheritance and genericity.

The output statement is translated into:

```c
SDLSignal *sig = new SIG_pl_created;
sig->arguments() -> put(1, SDLInt(offspring).addr());
output(sig, M_B_y -> p2_SetPtr);
```

This creates a new signal instance, sets the arguments, and calls the procedure's output function. The `put` method again belongs to an `arglist` object.

Now, if context parameters were involved, the procedure could be defined as:

```c
procedure proc <process cpl :atleast p1; process cp2:signal cpl_created(PId)>
start;
create cpl(10);
output cpl_created(offspring) to cp2;
return;
endprocedure;
```
The `create` action is now translated to
```
P_cpl->create (my_process(), new arglist(1, SDLInt(10).addr()));
```
and the output to
```
SDLSignal *sig = SIG_cpl_created->copy();
sig->arguments()->put(1, SDLOffspring().addr());
output(sig, P_cpl);
```
In the create statement, the context parameter is accessed using the `P_cpl` member of the procedure. This points to the instance set that was passed as actual context parameter when creating the procedure. Because `P_cpl` is known to be of at least `Instance_set*` (in C++), the call of `create` is possible. Since the actual parameters of the process are encapsulated in a special object, the same signature for process creation can be used for all process definitions. This allows to define the `create` function as virtual in the SDL runtime library. A similar discussion applies to the output function; this function expects an `SDLSignal*` and an `Instance_set*`.

Since the context parameters are known to be derived from these classes, the call to the library function `output` is possible.

For the signal context parameter, things are somewhat different: It is necessary to create a new instance of the signal. However, the `new` operator cannot be used since the class name of the signal is not known when compiling the procedure. Instead, the `SIG_cpl_created` member carries an instance of the actual signal context parameter. Every derived `SDLSignal` is required to implement a `copy` function which returns the new signal. Using the `arglist` interface of this signal, it is possible to insert the parameters into the signal.

This approach can be extended to most other context parameter kinds. Procedures have a method to create new instances, as well as to invoke an instance. Timers have methods to set and reset them, as well as to identify a given signal as timeout signal of the timer. Variables of well-known sorts have methods that are well-known to the SDL compiler. Synonyms behave like read-only variables. The remaining issue is the implementation of sort context parameters. Especially difficult is the implementation of sort context parameters with signature constraints, which is discussed below.

**Sort Context parameters**

The following example will help to identify the problems with implementing sort context parameters. First, a non-context-parameter example:
```
procedure proc <newtype like_int
  operators "*": like_int, like_int -> like_int;
endnewtype;
  fpar 1 like_int;
  returns like_int;
  start;
  task i: = i + 1;
  return i;
endprocedure;
```
This is a generic routine that doubles its argument, which can be of any type that supports "*". Among the predefined types of SDL, this includes Integer, Real, and Duration. In the discussion below, this example goes on by passing `Integer` as the actual context parameter. When deciding how to implement sort context parameters, it is desirable that the expressions involving context parameters are compiled into similar code as the ones without context parameters. In particular, the expressions should still compile as
```
VAR_i() = VAR_i().add(VAR_i());
VAR_PROC_Result() = VAR_i();
```
In order to support this interface, `VAR_i` must return a reference to a class that implements an assignment operator and an `add` method. Following the approach taken for variables of non-context sort, this method is implemented as
```
class PROC_proc /* ... */ (/ * ... */
  TYPE_like_int& VAR_i(){
    if(!VAR_i) VAR_i = FCX_like_int->copy();
    return *VAR_i;
  }
}
```
Instead of initializing the variable by calling the operator `new` for a type, a virtual copy function of the actual context parameter is called to get a new instance.
In order to supply the signature of the context parameter, the class `TYPE_like_int` already
needs to support an add method. However, the implementation of the actual context parameter (e.g. SDLInt) cannot be called, since the actual context parameter is not known when compiling proc. In addition, TYPE_like_int cannot serve as a base class for SDLInt, because the base class of SDLInt is already defined elsewhere. Since inheritance and virtuality cannot be used directly, delegation is employed.

Delegation means that the class implementing the actual context parameter is not SDLInt, but some wrapper around SDLInt. This wrapper needs to implement the add method by delegating it to the SDLInt. Because add creates a new value, this wrapper can be implemented as

```c
struct formal_wrapper{ //base class for all wrappers
    virtual formal_wrapper* copy()=0;
    virtual formal_wrapper* add(formal_wrapper* other)=0;
};
struct actual_wrapper:formal_wrapper{ //wrapper around SDLInt
    SDLInt value;
    actual_wrapper(const SDLInt& v):value(v){}
    formal_wrapper* copy(){return new actual_wrapper(value);}
    formal_wrapper* add(formal_wrapper* o){
        //this invokes SDLInt::add
        return new actual_wrapper(value.add(o->value));
    }
};
```

Because of the requirement to create new objects, and because the layout of these objects is not known in the base class, this wrapper class returns pointers to objects instead of references. Since the interface for all other values in the SDL runtime assumes references and automatic memory management, the actual context parameter is another wrapper around the formal_wrapper.

```c
class TYPE_like_int{
    formal_wrapper* value;
    TYPE_like_int(formal_wrapper* v):value(v){}
    TYPE_like_int(const TYPE_like_int& o):
        value(o.value->copy()){}
    -TYPE_like_int(){delete value;}
   (TYPE_like_int* copy){
        return new TYPE_like_int(*this);
    }
    TYPE_like_int& add(TYPE_like_int& other){
        return value->add(other.value);
    }
};
```

Using this approach, it is possible to implement all operators found in sort context parameter constraints. In order to implement literals as well, additional protocol has to be introduced, if the constraint includes an infinite number of literals, i.e. a literal pattern. In this case, the association between literal name and literal value must be communicated via character strings.

**Summary**

Generic types in SDL provide a mechanism to support encapsulation and re-use of types. Compiling generic types to C++ is mostly straightforward, using abstract interfaces and factories.

In order to support operations that are not included in the abstract interface, a bridge pattern must be used. One wrapper class is needed to delegate the functionality, another deals with memory management. For those context parameters that use the interface as implemented in the library, execution speed is identical compared to not using context parameters. For sort context parameters, the amount of method calls for evaluating an expression increases by a factor of three due to the delegation.
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1 Transcendent and immanent aspects must be interwoven

Either software developers lament "If only software engineering could be more like X..." where X is any intensive-design profession says Dough Lea or experts in computer science spend lots of time discussing the pros and cons of different paradigms in computer science. They pay little attention to the intrinsic nature of the problem to be solved and even less to the global problems mankind has to face urgently.

Thus I introduce a problem and its intrinsic nature straightforwardly: the need to generate architectural/structural/landscape design within an urban ecosystem context enabling the design and planning of sustainable cities. There are fundamental processes underlying what I would call an ecodesign modeling. Basically what happens in a natural ecosystem also reflects in the urban ecosystem because we are embedded in the former. The green designer’s goal is to create an environment to improve the physical, mental, psychical health of the human beings. Scientists have been showing certain environments help human to keep his cellular oscillations. R.S. Ulrich compared data of recovery for pairs of patients submitted to surgery who are expected to experience considerable stress. To carry out the experiment, pairs of patients with the same surgery, sex, weight, age, tobacco use and previous hospitalization were booked in identical rooms with exception of the view through the window. A member of each pair looked into a grove, while the other looked to a wall of brown bricks. Individuals with view for trees needed only aspirins, recovered sooner and left the hospital earlier. The wall patients received more analgesics, narcotics, complained quite a lot and spent more days at the hospital.

I am going to trace back the implicit origins of the latter behaviour. In archaic Greece, the notion nomos-physis (law-nature) formed a unity. In the feelings of the ancient Greeks, nomos is primarily the distributive justice from which nobody could escape. Each one had access to a site during his/her existence without the need for written laws. With the advent of currency and the shift from oral communication to
writing, a new political space and time emerged accompanied with the dissolution of the basilisk - central figure of the archaic communtharum power. The logic of polis prevailed and hence the dissociation from cosmos.

This opened the gate to the Platonic conception of cosmos creation by a Demiurge whose creation is anthropoi, human and male, making us view earth as a passive container or receptacle. The separation from physics and the cosmos as well as the women segregation has led to an entropic behaviour towards the site and the planet.

Although this has been the mainstream trend, Aristotle’s ideas have loomed on the horizon tuning with the scientific ideas of self-organization and pointing forward the environmental degradation even at Greek times. For him, physical research must deal with conditions and characteristics of physical objects without contrasting them with the properties of things eternal. This caused departmentalization but is more than a method. It carries with it a certain autonomy for the subject thus treated.

Summarizing, while Plato cares for transcendent reasons, Aristotle cares for immanent reasons. Our mandatory task is to reconcile both fields in the sense that time is ripe for attempting to incorporate at least embryonically both transcendental and immanent aspects into our approaches.

2 Homeostasis is common to the planet and to the human being

The question is how to introject such an encompassing vision into an ecodesign modeling? First, we have to try to discern the fundamental dimensions embedded in the modeling.

James Lovelock in his theory of Gaia unravels the Earth’s nature: ‘...the Earth’s living matter, air, oceans and land surface form a complex system which can be seen as a single organism and which has the capacity to keep our planet a fit place to live. Gaia is a cybernetic or feedback system which seeks an optimal physical and chemical environment for life on this planet’ [Joer92].

Likewise the ergonomist or the human factor engineer is well aware that the general thermal state of the body both in comfort and in heat or cold stress is dependent on an analysis of the heat balance for the human body.

Moreover the triad of temperature, potential evapotranspiration ratio and average total annual precipitation in turn determines a range of natural life zones or ecosystems in terms of world plant formations and their associated local biodiversity.

There are two fundamental processes associated to life: one “order from order” and the other “order from disorder”. Hence information and energy are the two ingredients of life. Order from order is the information stored in the DNA molecule and responsible for the generation of myriad of life forms. Paradoxically, the more we try to keep order, the more energy is necessary and the more stress (entropy) is thrown into the environment, because all energy transformations from one form into the other entail waste heat production due to the second law of thermodynamics.

However the recently discovered fourth law of thermodynamics states: If a system has a through flow of exergy (it is a measure of the potential of energy to perform useful work), it will attempt to utilize the flow to increase its exergy, i.e., to move farther away from thermodynamic equilibrium; if more combinations and processes are offered to utilize the exergy flow, the organization that is able to give the system the highest exergy under the prevailing conditions and perturbations will be selected [Joer92].

I want to convey the idea the whole is much more than the simple sum of its part despite the second law of thermodynamics if we manage to create a link between the local and the global keeping the homeostasis of the organisms and of the planet (the great organism).

3 Formalist computer science

Ignoring these concerns, Mitchell, Stiny, Yoshikawa, Coyne [SC00] tried to advance software in design and CAD proposing the atomic model language. Mitchell says design can be described by words that shape a language and such descriptions of words can be formalized using the first order predicate calculus notation. Here design is an epistemological event. Its knowledge and application are separate and sequential. Knowledge precedes its application. The responses to the questions that happened in the situation are known previously. They do not change to adapt to peculiar demands. Theory precedes practice says Snodgrass and Coyne.

Likewise, the formalism of the shape grammars correspond directly to geometry; even non-geometric representations are mapped onto one or more geometric realizations. Shape grammars are applied to generate Palladian villas, Frank Lloyd Wright’s prairie houses, Queen Anne houses, Japanese tea houses and other designs [Hein94].

Rosenman and Gero from the Key Centre of Design Computing, Department of Architectural and Design Sciences from University of Sydney generate architectural and structural design cooperatively. Inspired by Bobrow about the function, behaviour, purpose and structure of a watch, they develop a model integrating the architect, mechanical engineer and structural engineer’s views. Their integration means juxtaposition of visions in the style of arranging blocks and decorating façades. They implement certain abstractions in the C programming language, utilizing the class concept in an arbitrary way. The modeling of the multiple views is
implemented in CAD [RG96].

Richard Coyne, the only architect of the research team in their center after realizing the failure of his logic models to generate design reacts and recognizes the hermeneutic nature of design.

4 Hermeneutic computer science

Although the formalist computer science is still the mainstream, there is a growing opposing trend in the artificial intelligence meetings and more recently in the object oriented paradigm through the introduction of design patterns and prototype-based object oriented languages. The formalist paradigm in philosophy and science orbits around centralization, control, hierarchy, predictability and 'provability'. Its ideal model follows the atomic model language. Its visions are grounded in the philosophies of Descartes, Hobbes, Leibniz, Russell and Whitehead. Babbage, Turing and von Neumann illustrate the formalist philosophy in computer science. Newell, Simon and Minsky, in artificial intelligence.

Bo Dahlbom and Lars Mathiassen [DM97] adds that the romantic view grew out of a reaction against mechanistic thinking and was formulated towards the end of the 18th century, primarily by German philosopher-artists like Herder and Hegel. (...) Where the mechanists saw structures and systems, the romantics saw processes and change. Likewise followers of the hermeneutic thinking emphasize autonomy, multiple perspective, self-organization, change, evolution, interpretation, malleability and flexibility. They argue that any formal syntax fails to grasp the intrinsic properties of the natural world [West97]. Husserl, Heidegger, Gadamer, Vygotsky and Foucault represent this trend in philosophy as well as the computer science, it reflects in the viewpoints of Floyd and colleagues, Coyne, Dreyfus brothers and the post-artificial intelligence works from Winograd.

In the sixties, this trend was represented by the LISP exploratory programming; in the seventies, it moved to Prolog and in the eighties, to Smalltalk. However, the object oriented paradigm behaves rather like a Janus head. Hermeneutization begins to be introduced in the formalist world in parallel to object-oriented methods not hermeneutic [Aksis97]. And the confusion arises.

I believe hermeneutics has the nature of the rainbow, its colour gamut varies from infrared to ultraviolet and appears in the sky after the rain due to the diffraction of light. To try to mimic its composition, first dealing with the primary colours and then the secondary colours ranges from red to ultraviolet and even less ignoring the need of interaction with light and water. An hermeneutic method has necessarily a holistic nature. It leads to diversity in unity.

5 The Model of Primary, Secondary and Tertiary Waves (MPSTW)

The design and planning within an ecological context is essentially an interpretative activity. It is an activity that belongs to the global understanding of a situation that must be apprehended while discrete entities defined by the situation and able to define the situation. It evolves in time and space. To keep pace with Gaia and shelter human life soundly, an urban ecosystem must care about the ‘earth’ from where comes everything (materials) and its surrounding environment that receives the incoming energy from the sun and the design of human behaviour. This it achieves by designing the environment in which behaviour occurs encompassing all environments form domestic, industrial to agricultural, military, etc. modeling basically the ergonomics and geotechnical dimensions. At the microlevel, the ergonomic dimension includes human-artifact interface technology or hardware ergonomics; human-environment interface technology or environmental ergonomics and user-system interface technology or software ergonomics and at the macrolevel, there is organization-artifact technology or macroergonomics. It is fundamental here that input comes from the layout of the plans pervaded by the needs of the human beings in interaction with the environment.

The geotechnical dimension guides the designer to receive the geological information given by first order observational maps (topographic, bedrock geology, geologic, tectonic and structure, agricultural soils, ground water, surface drainage); second-order (engineering) maps (unconfined compressive strength, rock quality, slope stability, excavation difficulty, infiltration capacity, corrosivity, soil quality, engineering soils classification, engineering resources) and third-order (interpretive) maps (geologic hazards, home site suitability, heavy construction suitability, subsurface installations suitability, resource suitability and waste disposal suitability) in terms of use suitability and not in terms of geologic processes or descriptions and thus information must be such that can be applied directly to sustainable policies of soil use management given by fourth-order (planning) maps (engineering geology recommended land use map).

The MPSTW (figure 1) derived from the application of catastrophe, semiotics and graph theories deals gracefully with these dimensions. The primary waves work like a genotype dealing with the processes of interaction of the elements of the architectonic object and the environment through the hypotheses of homeostasis, continuity, differentiation and repeatability. The design processes are dealt by the
secondary waves and act like phenotypes and involve a geometric intuition that creates a specific geometry to model the urban morphogenesis through tilings, discrete groups of the plane and fractals. To develop this submodel I demonstrate that architectural design may be considered a language with its planes function and form and their stratias substance of the function, form of the function, substance of the form and form of the form. All these processes are applied to the elements of the architectural design, namely, environmental comfort (thermal comfort, acoustics, daylighting), activities, structural systems, hydraulic installations, etc. Its outcome is the eco-system with hyphen or the architectonic artifact. It has an autopoietic nature insofar as it grows from the smallest artifact (the building and support facilities) passing by the neighborhood and boroughs to the sustainable city and the bioregion. A finer granularity unravels through the subeco-system with hyphen or the sum of the processes applied to each element. They work out like the figures of a language (a sign is composed of figures). This partaking of the urban phenomenon especially through the hypothesis repeatability causes the emergence of the tertiary waves or the blending of design and planning. Or the eco-system with hyphen defines the urban ecosystem and is defined by it. Moreover it allows the designer and the user to start modeling by any of the processes adding flexibility and malleability to the design and planning enhancing participation of the citizen.

6 Self

Hence the MPSTW falls within an hermeneutic trend. Indeed, its elements and processes behave themselves with dynamism and flexibility. They are not variations around a theme. Classes are useful when multiple instances of similar objects pervade the problem space. Hence sharing attributes among the objects as well as programming exploratorily is fundamental. The independence of each element or process suggests an object. Each object accepts or delegates tasks to the other. Each element and each process is unique. There is no need for classes No clear taxonomy for tasks is defined, hence little need for inheritance [Grog97]. Moreover, MPSTW is built for cooperative work among designers and citizens covering total synergistic interaction among its members. Martin Abadi and Luca Cardelli [CA97] insist on that everything can be better represented in terms of objects, even functions and classes. The basic constructions are simpler, flexible and powerful. Hence fundamentally a prototype used object oriented language tunes with the hermeneutic nature of design enhancing It Wegner insists on that objects, classes and inheritance are not orthogonal. Classes are defined in terms of objects, inheritance in terms of classes. The essence of a class can be defined independently of the object and the essence of inheritance independently of classes and objects [Weg87]. Inheritance as a mechanism to share resources defined incrementally internalizing shared resources treat the latter as part of an extended self (identity). Hence the definition of inheritance in terms of a particular mechanism of self-reference enabling the internalization of remotely defined operations as part of the extended identity of the object is called delegation.

The delegation based languages allow the objects to share and internalize operations from ancestral objects called prototypes, that work as instances and templates for the descendents. Hence the prototypical languages are languages based on delegation that
carry out delegation by prototypes. And the chosen language to implement MPSTW is Self, a prototype based object oriented language.

Ungar and Smith [SU95] emphasize the concreteness of the prototypes because they are examples of objects instead of format descriptions and initializations.

The shared behaviour by a family of objects is hold by a separate object that is the father of all the objects, even of the prototype. This way, the prototype is absolutely equal to any other member of the family. The object that contains the shared behaviour plays the role of a class, except that it only contains the shared behaviour without format information. These parent-objects are called traits-objects.

Self contains graphical objects called morphs that behave exactly like the object. Since MPSTW also has a graphical nature this feature is very relevant.
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Abstract

In order to enhance the language support for the development and use of object-oriented frameworks, we propose to elaborate on the conceptual understanding of frameworks, especially regarding architectural views. For this purpose we suggest the use of different perspectives on frameworks. The different perspectives supports different needs in a framework’s lifecycle, and they should be used as inspiration for developing alternative representations of frameworks, e.g. languages. In particular we propose the idea of abstract frameworks and framework components.

1 Introduction

Within software engineering in general, reuse is considered to be a part of an effective development process. This effectiveness originates from the qualitative and economical benefits reuse accomplishes. Using previously developed and tested components when building an application saves development effort and reduces the risk of introducing errors into the system.

Object-oriented software development furthermore benefits from the use of abstraction. A composite object encapsulates various parts, an abstract class encapsulates common properties (attributes and methods) of several classes. Abstractions and abstraction mechanisms make software development easier, because they let the developer work with fewer elements—abstracting from details. This also makes it easier to communicate about software. The goal of providing programming languages with better abstractions and modeling constructs has been pursued within *conceptual programming* (Examples include roles, complex associations, activities. See for example [Kristensen, 1994].)

The software architecture ([Garlan and Shaw, 1996] level of design is concerned with the description of elements from which systems are built, interactions among those elements, patterns that guide their composition, and constraints on these patterns. In [Buschmann et al., 1996] software architecture is defined as: "A software architecture is a description of the subsystems and components of a software system and the relationships between them. Sub-systems and components are typically specified in different views to show the relevant functional and non-functional properties of a software system."

In [Kristensen, 1996] the notion of architectural abstraction are discussed. Design patterns ([Gamma et al., 1995]) and frameworks ([Johnson and Foote, 1988]) are described as being two different examples of categories of architectural abstractions. The categories are characterized differently in the universe of architectural abstractions according to a set of dimensions, including Level of abstraction, Degree of domain specificity, Level of granularity, and Degree of completeness. In the same paper it is claimed that language mechanisms and architectural abstractions mutually influence each other; the available language mechanisms provide the means for expressing and implementing the architectural abstractions, and the architectural abstractions provides inspiration for the development of new language mechanisms.

In [Jacobson and Nowack, 1997] it is argued that an architectural abstraction provides functionality, logic structure, abstraction, and reusability. Architectural abstractions are abstractions over software entities (design and implementations), and are necessarily domain concepts. If the latter is also the case we have a modelling situation, where concepts in the application domain is modeled by concepts.
in the software domain. Many types of patterns and frameworks adhere to the notion of architectural abstractions. Frameworks have the benefit of supporting the reuse of analysis, design, and implementation [Johnson and Russin, 1991], but they are a complex type of software, hard to design, maintain, and use. Design patterns on the other hand are not nearly as complex, they are smaller in scope, and they provide very useful abstractions when communicating about software. Patterns however, due to their nature, do not support the reuse of actual code, and the process of instantiating a pattern in a given context is non-trivial. Moreover many patterns do not deal with architectural issues, but rather various (sometimes language dependent) programming tricks.

Our Goal To manage the complexity of object-oriented software designs and implementations we propose to use architectural abstractions as means for decomposing complex software systems into more manageable units. Frameworks are architectural abstractions, as they provide reusable abstract designs for specific domains. Furthermore different notions of patterns can be used as architectural abstractions, providing different perspectives on the design. However, both frameworks and patterns contain a lot more information than the architectural abstractions (code, documentation, diagrams, prose, etc.). We are interested in refining the architectural aspects of frameworks, and for this end, we propose the use of different representations of and perspectives on object-oriented frameworks.

2 Perspectives

Patterns as Perspectives

In general different notions of patterns provide different perspectives on software [Jacobson and Nowack, 1997]. With regards to frameworks, different notions of patterns support different stages in the development process [Jacobson et al., 1997], as well as the framework application process. Some object-oriented patterns [Coad, 1992] facilitate the modeling of domains, design patterns [Gamma et al., 1995] provide abstractions to discuss designs, and meta patterns [Price, 1995] provide framework users with a bird’s-eye perspective, indicating where and how to adapt a framework. Furthermore pattern languages used as framework documentation, such as the one proposed by [Johnson, 1992], provide an application developer with a perspective on the framework to be used (the product), as well as a perspective on how to use it (the process).

Software Architecture Level

All of the above perspectives are based on the same representation: the objects and classes of the framework, and the individual types of patterns are a unit in the perspectives. Others are possible. For example the software architecture level of system design suggests the use of components and connectors as basic units [Garlan and Shaw, 1996]. Components and connectors are used to describe the high-level composition of systems independent of the individual components’ and connectors’ representations, which can be formal specifications as well as implementations.

We believe that a software architecture perspective on frameworks would be very useful, as it would make the architectural guidance provided by a framework explicit. We believe that the architectural constraints embedded in a framework, is its primary contribution and benefit (as opposed to reuse of analysis (domain) code) and implementation (code reuse for instance by providing black box components in an accompanying class library). The architectural constraints are the hardest part to get right (requires iteration and experience), it should be fixed (it is the backbone of the application), and hence you will have to live it for a long time.

A problem with conventional frameworks is that the architectural constraints are not very visible, they are not first class entities. The rules and patterns of collaborations that objects must follow in order to adhere to the framework architecture is not made explicit. At best it is hidden in the methods of the abstract classes of the frameworks (for example a template method), but often is simply described in the framework documentation (for example as patterns).

One reason for this is that the medium for describing the architecture is the same as the medium for describing the actual code, namely an object-oriented programming language, which is basically designed for specifying text and algorithms, and not for the high-level composition of software.

3 Representation

A framework is currently always expressed in an object-oriented programming language. Based on the different perspectives on frameworks, as the ones described in the previous section, alternative representations should be examined. It is useful to distinguish between different types of representations in framework development, evolution, and usage.

Levels of Abstraction and Genericit

Typically a framework is expressed in a specific object-oriented programming language. The application of the framework is also conducted in the programming language, and the resulting application can be compiled and executed. We term this type of framework a conventional (or concrete) framework.

A framework can also be expressed in a generic object-oriented programming language. Such a generic language is a suitable common extract of similar conventional existing object-oriented programming languages with a suitable syntax and semantics. By a straightforward translation it should be possible to translate a generic framework to a concrete framework. The purpose of a generic framework is to make the description of a concrete framework independent of a specific language and its programming environment.

Furthermore it should be possible to express a framework in an abstract notation, resulting in an abstract framework. This again would require a suitable notation. We believe that such a notation should be based on the object-oriented paradigm, and include aspects of conceptual programming and the software architecture level of design, see description of framework components below. An abstract framework is not complete as it can’t be adapted, translated, and executed, because it lacks sufficient details.

Framework Components

A major part of the complexity of frameworks is caused by the lack of intermediate abstractions. This is part of the reason why patterns have been successfully applied in framework development, documentation, and use, as they provide this abstraction level. However, patterns are not made explicit in frameworks, and in order to benefit from the patterns used in a framework, one must rely on the framework documentation to describe the applied patterns.

We want the possibility of representing an abstract framework by a collection of associated framework components. According to the processes involved with frameworks, we can distinguish five possible perspectives on frameworks we identify the following characteristics that a framework component should possess:

Characteristics A framework component is an architectural abstraction. That is, it can be used to describe the architecture of a framework by providing architectural rules and constraints that the framework implementations (classes, methods) must adhere to.

- Framework components can be specialized and composed like conventional classes and objects.
- Framework components can be parameterized and instantiated.
- Framework components support both framework adaption as well as framework evolution.
- Possibly by providing different interfaces.
- Framework components do not contain or specify methods or other imperative constructs. Instead they specify rules constraining the methods supplied by the framework.

Concrete & Abstract Parts

One approach to get a better understanding of framework components would be to extrapolate on the notion of abstract classes. In the following we characterize `concrete' and `abstract' object-oriented system parts.

Applications & Frameworks An object-oriented application is primary build out of concrete parts, although a mature and well-structured application also contains abstract parts.

An object-oriented framework consists of a set of abstract classes facilitating the reuse of architectural designs. Furthermore a framework typically contains concrete classes, describing possible ways of fleshing out the superstructure imposed by the framework's abstract design. The latter typically consists of black box components organized in a library. This is reuse of implementation.
We believe that the framework's abstract design is built from general abstract parts, and that the framework's concrete implementations is built from general concrete parts.

Concrete Parts A concrete object-oriented system part is built out of object classes. This includes the use of instance variables, references, operations (terminology somewhat fuzzy), inheritance, nesting; in general a very limited selection of language constructs. But the selection is well-known and supported by most object-oriented programming languages.

Abstract Parts An abstract part is build from abstract classes, virtual (deferred) methods, template methods, abstract coupling. It is important to note that all but virtual methods are conventions, not supported by language constructs.

An abstract part is used to describe a partial generic software domain. Furthermore abstract parts are used as templates for concrete parts. This implies that they must possess properties supporting this.

Future work

Based on the different possible perspectives on frameworks, we need to decide what kind of architectural information a framework component should represent, how to represent it, and how to combine different framework components into a complete abstract framework.
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Abstract

Synchronization of concurrent activities is a major issue of concurrent object-oriented programming languages, as we deal with fine grained synchronization involving objects and methods. In this paper I propose the separation of the synchronization code from the algorithmic code of a concurrent object, arriving at two objects: one that implements the algorithmic behavior, and the other one that is responsible for controlling concurrency. I introduce an event model to carry out the link between the two objects. I will also present a new way of deriving from classes with concurrency control. The inheritance step is split into two steps: one for the sequential behaviour and one for the concurrency control. This new mechanism together with my event model solves many problems of the well known inheritance anomalies.

1 Introduction

Parallel architectures force programmers to use new programming models. It is obvious that coarse grained concurrency on a process level is not enough: multithreaded applications are needed. For object oriented programming this means that objects can be accessed concurrently by multiple threads of control. The language must provide means of protection for objects to prevent inconsistent object states in the case of concurrent access. This protection is called concurrency control, the implementation of which is called synchronization code.

In the following I will present a mechanism to model the concurrency control in object oriented languages. This model completely separates the synchronization code from the object and in turn encapsulates it in a so called synchronization object. The link between these two independent objects is established by an event model introduced in Section 3. One major problem with concurrency control in object-oriented languages is inheritance. Section 4 will show how inheritance works with our separation model. The problem of the so called "inheritance anomaly" [MaYo93] is addressed in that Section, too. Section 5 briefly describes the current and future work.

1. Matsuoka and Yonezawa evaluated the discrepancy between reuse of a class by subclassing and the annotation of classes for concurrency control. They showed that deriving from a synchronized class can lead to a reimplementation of algorithmic behaviour only because of incompatibilities of the concurrency control. They called this discrepancy the inheritance anomaly.
2 Synchronization Objects

A common way to introduce concurrency control to a language is to separate the synchronization description from the sequential algorithm [Hal94]. The synchronization is not mixed into the code of the methods, such that the reusability of a class, for example by inheritance, is improved. The problem with most of these implementations is that the synchronization constraints are still too closely tied to the methods. This arises from the fact that the binding between methods and synchronization constraints is too fixed. It is not possible for subclasses to break these bindings in order to extend or modify the synchronization constraints of a base class. An example of this sort of synchronization is the Synchronizing Actions by Neusius [Neu91]. It turned out that such synchronization mechanisms tend to increase the number of anomalies that occur when deriving from a synchronized class.

The basic idea of my synchronization mechanism is to split the state of the concurrent object into a sequential and a concurrent part, as shown at position ① in Figure 1. The sequential part contains the actual state and the methods of the object that implement the algorithmic behaviour; the concurrent part contains the state and the behaviour necessary for the synchronization of the concurrent object. This leads to a complete separation of the sequential part from the synchronization part. These two independent parts are in turn modelled as classes of their own (position ② in Figure 1): the sequential class and the synchronization class. The logical union of the two classes is the concurrent class. Instances of these classes are called sequential object, synchronization object, and concurrent object. The synchronization object is responsible for controlling concurrency in the sequential object. The binding between a sequential class and a synchronization class is called the synchronization relation, which is realized by the event model. It is the most critical part of the design of an object oriented synchronization mechanism, and therefore I will focus on that in the next sections.

![Figure 1: Separating the sequential state and the synchronization state of an object.](image)

3 The Event Model

The synchronization relationship is based upon the event model. The event model raises several events when executing methods of a sequential object. The language model defines several important events like entering a method or exiting a method. If the programmer of the sequential class wants to synchronize on a specific event he only has to tell the the compiler that he wants to catch this event and name the occurrence of that specific event. Table 1 shows an example of such an annotation in a language similar to C++: the raises statement is used to raise specific events (e.g., Entry) and to name this event (e.g., MIEntry(a)). Table 1 shows all existing event types.

<table>
<thead>
<tr>
<th>Event name</th>
<th>Event Description</th>
<th>Where to annotate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry / Exit</td>
<td>entry/exit of a method</td>
<td>method declaration</td>
</tr>
<tr>
<td>Call / Return</td>
<td>outgoing call / return of an outgoing call</td>
<td>method invocation</td>
</tr>
<tr>
<td>IEntry / IExit</td>
<td>internal method enter / exit</td>
<td>method declaration</td>
</tr>
<tr>
<td>ICall / IReturn</td>
<td>internal call / return of an internal call</td>
<td>method invocation</td>
</tr>
<tr>
<td>Custom</td>
<td>raise a custom event while executing</td>
<td>anywhere inside a code</td>
</tr>
<tr>
<td></td>
<td>inside a method</td>
<td>block</td>
</tr>
</tbody>
</table>

Table 1: Available event types.

```java
class Seq_Class {
    void MI(int a) raises Entry MIEntry(a)
    {
        ... Meth-Code ...
    }

    SyncMapping RN {
        SyncClass RHSync;
        MIEntry(a) -> ReaderEntry();
        MIExit() -> ReaderExit();
    }
}
```

Program 1: Annotation of a sequential class, Reader/Writer synchronization.
The actual relationship between the events defined in the sequential object and the synchronization object is established by the *event mapping*. Those events which are defined inside the sequential class are mapped to specific methods of the synchronization object within the sequential class. The programmer is able to specify several mappings inside the class to enable the use of the class in several different contexts. The concrete mapping is chosen when instantiating a class. If nothing is specified with instantiation, the *default mapping* is applied. An example for such a mapping is shown in program 1.

Each time an event is raised by the sequential object, the execution is transferred to a specific method of the synchronization object. If the event cannot be processed by the synchronization object because of a blocking condition, the activity is blocked until the blocking conditions for the event no longer exist. These conditions are defined in the event-handling-methods of the synchronization object. My event model simplifies the task of deriving a subclass from a concurrent base class. The next section introduces this feature and takes a closer look at what is called the *inheritance anomaly*.

### 4 Separation and Inheritance

One of the most important issues when defining a concurrent object-oriented language is inheritance. A programmer refines or specializes a class by subclassing. When inheriting from a concurrent base class, two classes are involved: the sequential class and the synchronization class. The normal inheritance mechanism must be split into two separate inheritance steps, one of the sequential class and one for the synchronization class. In the following I will call this sort of inheritance "*concurrent inheritance*".

Inheritance from the sequential class is used to refine the algorithmic behaviour of the sequential base class (BC). Embedding the extensions of the sequential subclass (SC) in the concurrent context implies that the refinements in the subclass must have their own synchronization code associated with the subclass methods. As shown in Figure 2, this is done by deriving another subclass of the associated synchronization base class (syncBC), resulting in the synchronization subclass (syncSC). These two subclasses are now one logical unit, the concurrent subclass. The methods from BC have a synchronization relation with syncBC, and SC has a synchronization relation with syncSC. In many synchronization schemes the relationships above the *border of modification* are fixed, which is the reason why inheritance anomalies occur [MaYo93]. Even if the code can be modified, this contradicts the basic object-oriented ideas of inheritance. The number of inheritance anomalies is reduced by untying the specific relations between the base classes. Figure 2 shows the general pattern of the relationships between classes if inheritance from a concurrent base class is employed. Looking more closely at concurrent inheritance, we can distinguish four specific configurations which allow us to categorize certain problems of inheritance.

---

2. the default mapping is the first mapping defined in a sequential class
3. The implementation of base classes is often imported from class libraries, which are delivered in binary form. Modifying these implementations and the associated synchronization specification is impossible.
5 Current work

Typing of annotated classes

The presented synchronization scheme has very much flexibility in combining sequential objects and synchronization objects. A subclass for example can make modifications in the synchronization relation of the baseclass. It would be useful if the programmer of a sequential class could specify the minimum needs of synchronization necessary for his object. One way to achieve that is typing. I am currently working on a type system for concurrent objects to secure the composition of a sequential object and a synchronization object. Both the sequential object and the synchronization object have a concurrent type (Figure 4): a sequential object specifies its synchronization requirements, whereas a synchronization object defines the synchronization mechanisms it endures. A pair consisting of a sequential and a synchronization object is typed on some respect to a certain mapping, if the synchronization requirements of the sequential object are met. I have to find out what the term “subtype relation” means in this context.

![Concurrent type of objects](image)

**Figure 4: Concurrent type of objects.**

Implementation with MetaJava

I am trying to implement the presented synchronization scheme into languages like Java. The main problem is to raise events like entering a method and to make these events visible in the language itself. This problem could be solved by using meta systems. We have developed a platform called “MetaJava” [KIG96]. It allows us to attach any meta objects to normal Java objects. The meta object then catches several events like method invocations to the attached object (see Figure 5). The above mentioned synchronization objects could be modelled as meta objects. The problem with these meta objects is, that they catch all events of a certain class even if it is not specified inside the sequential object. Therefore the meta object must have all information from the raise statements and the complete mapping of the events in order to make the correct decisions. I am currently developing a MetaJava module to implement my event model for synchronization.

---

4. The `get2-Methode removes 2 elements from the buffer in one atomic operation.`
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1 Introduction

To design an operating system solely based on state-of-the-art functional (object-oriented) analytic and constructive methods is always somewhat unnatural. It is difficult to answer questions like

- What about Threads? Are they objects? If so, how do other objects become active? What about critical sections in the code of the objects, parallelism? If not, what else and what does this imply?

- How about reflection? Do only single objects reflect or the whole system and how?

- How about distribution?

- Is a suitable error detection/handling possible without mixing up with the actual functionality?

This difficulty stems from the fact, that the operating system can be seen from different angles. The functional hierarchy model, the thread model, the reflection technique, and other views of an operating system are fairly orthogonal to each other. Current systems usually were designed with an overall model in mind, which was some mix of these views. Such models tend to neglect other views beyond a chosen major one. Usually this is either the procedural/functional or the thread/process perspective.
2 OBJECT ORIENTATION IS...

To make things simpler, the (neglected) views are restricted to fit the model of the main one. For instance, to unite the functional (objects) and the activities (threads) view, the object definition is modified into "everything is an active object", which means each object has (mostly only) one thread somehow assigned to itself during its whole lifetime. Or, the other way round, threads are declared to be special objects and are temporarily attached to the (actual) objects. Models of the first kind do not allow objects to be as fine grained as known from software development, models of the second kind are usually very complicated to handle.

Beyond this, the mixing of views leads to a lot of tangling code within the components of the system which has nothing to do with their actual function. It is about the other views besides the functional: threads synchronisation, reflection, error detection/handling... This code is very difficult to further develop and maintain. This property of the views is called cross-cutting [KLM '97] and so they are to be regarded as aspects.

2 Object orientation is the most powerful integrating technology, but still not powerful enough

Object orientation was intended for breaking large systems and structures into pieces of conquerable, understandable size (regarding OOA), for constructing systems without being overwhelmed by their sheer size (OOD), and programming without continually reinventing the wheel (OOD). Exactly these areas mark its strengths. Therefore, object orientation can be used for integrating other technologies into large systems quite easily.

But as soon as one makes object-orientation a dogma, the resultant solutions are likely to suffer: imagine, for instance, a database into which lots of small, simple data entities like names and income figures have to be stored. Turning everything into object would make the little relational database inefficient, offering no other advantage than that in future the additional storage of multimedia data would be easy. If that is not needed, the overhead which has to be paid is too high. The more efficient solution regards the whole database as a single object, which just happens to work internally with another (the relational) technology. The interface methods of this database object do the necessary integration (conversion) work between object and relational model. This way the (more efficient) relational internal the implementation would be hidden and be replaceable by an object-oriented one as soon as really needed.

The situation is a bit similar with the discussed views of an operating system: collapsing everything into a single (object) model resulted in complicating rather than simplifying things. But not every view is as easily integrated by conventional means as the relational data model in the example above.

The integration of the above-mentioned views of operating systems affect not just a single part identifiable in the functional (object) model, but a large part of the system. The way of the threads through the code has to be restricted reasonably, appropriate synchronisation enforced. Meta knowledge about the objects of each class to be collected and forwarded to an instance capable of reasoning about the whole operating system.

It has to be distinguished between local and remote actions. If all the code for this is hand-written into the various components of the system, it results in large portions of tangling code as mentioned in the introductory section.

To avoid tangling code, tools are needed which allow the analyst/programmer/designer to independently deal with the separate aspects or views, which bring them together, and turn the whole into a working system. The code which the human deals with then is not mixed and only about one aspect a time. Therefore, it is much easier to understand and maintain.

Object orientation focuses on functional (de)composition. But especially on large software systems, various technical constraints and peculiarities are imposed, resulting in the different views of the system. Dealing with these views is nowadays called aspectsual (de)composition and performed additionally to functional (de)composition. Ground-breaking research in this direction is done under supervision of Gregor Kiczales at Xerox PARC [KLM '97, ILG '97, LK '97, MKL '97].

3 CHEOPS

The CHEOPS1 object management hierarchy is depicted in Figure 1. The root of this hierarchy, the class object manager, will be part of the system core which is already running on bare hardware and bridges the semantical gap between hardware and objects.

It is (among other tasks) responsible for loading the code of the class object and object classes into memory and instantiating the class objects. Hence, it acts as meta object for class objects. For each class, only one class object can be instantiated during runtime.

\[\text{Figure 1: CHEOPS object management hierarchy}\]

1\textit{CHEOPS Operating System}
A class object is responsible for (de)instantiating of the objects of the class it represents. Moreover, it provides the meta interface for this objects, tries to ensure that they get the best runtime environment which can be established, aids the migration of objects to other hosts by transparently setting up proxies and a lot more.

Meta object interfaces without a way to reason about the system’s behavior and knowledge about the system itself would be useless. Since we want the operating system as a whole reason about its behavior, we decided to concentrate the knowledge as well as most of the reasoning within a single component, the adaptation manager. The knowledge about itself and the mechanisms connected therewith form an independent aspect, since it represents a view of the whole system as well as the object management hierarchy.

The knowledge we lay down in the shape of Prolog clauses. We use Prolog as an aspect language for this because it is an established language in the field of knowledge representation, and a number of reasoning systems have been successfully built using it. Additionally, its meta computation facilities allow for checking new knowledge before accepting/learning it, and thus keep the knowledge base free of avoidable conflicts.

But how are the knowledge-about-itself aspect and the object view brought together? The adaptation manager is programmed by hand, as an object encapsulating the inference mechanism. When describing the knowledge-about-itself aspect, the programmer writes down Prolog clauses. These clauses are to be picked up by the class object class generator tools. These tools add code to the class object classes, which forwards the knowledge to the adaptation manager when the class object is instantiated. Other code has to be hand-written in C++, such as code for adaptation requests from the objects. How it can be suitably generated out of the knowledge-about-itself view is still subject to investigation.

The same technology applies to the threads aspect. The code for the thread management is a hand-written component of the system core, code needed for synchronization with regard to the instance variables is woven in by source code generators as above.

This resembles what is understood under partly compile-time, partly runtime weaving [KLM+97]. At compile-time, the above-mentioned generators add the knowledge forwarding code, for instance. When executed, this code adds class specific knowledge to the knowledge base during runtime.

The result is not a single program, woven, compiled, and executable. It rather is a set of components which get a few properties added during the weaving and compiling, and some solely hand-coded entities. Modern operating systems retain a lot of the modular structure from the source code level during runtime.

### 4 Related work

[Her91] introduced the concept of adaptiveness in an operating system using a knowledge base. From his point of view, the system consists of execution base, observation base and knowledge base. In his concept, knowledge base and reflection form the main view onto the system, like objects or processes in others. Apertos [YTT89, Yok89] as the first reflective object-oriented operating system is related to CHEOPS in that respect, that both of them are object-oriented operating systems enabled to reflect about their own behavior. However, they significantly differ in architecture: real Apertos objects are generally active, CHEOPS objects are passive until they get a thread attached temporarily. In CHEOPS, a single instance (the adaptation manager) does or controls reflective operations. In Apertos, this task is divided among reflectors.

Other than in Choices [MIC92] CHEOPS class objects are instances of a special class object class tailored to the objects they maintain. Of each class object class, there is only one instance in the object management hierarchy. This enables us to more easily plug in filters, observer, guard, and proxy objects. Moreover, it offers a hook where to place the code stemming from other aspect descriptions.

The work of Calton Pu [PAB+95] we owe our awareness for the need of optimistic implementation alternatives, their shielding with guards outside the main computation path, and their reflective exchange when guard conditions get violated.

Last, but most important: introducing aspectual decomposition in their white paper on the web [KLM+97], the team of Gregor Kiczales at Xerox PARC decided the (rather ineffective) discussions in our team, how everything was to be brought into the shape of an object whilst it really was, for instance, a rule better written down as Prolog clause.
5 Future Work

The CHEOPS system is being implemented at three points in parallel. As of now, a part of the system core is already running on bare JASS hardware, the object management tools for automatically generating raw class object classes and the hand-coded class object manager is implemented as a prototype running on top of Linux. The current prototype of the adaptation manager is implemented as a combination of a daemon and a dynamically loadable Linux kernel module. After the evaluation phase, the last two components will be ported to the native kernel. Moreover, the class object class generator tools will be supplemented to generate code for the knowledge-about itself aspect.

At least the adaptation manager prototype will be further developed under both systems. We are interested in how this new technology is usable under "old" operating systems especially how applications unaware of the existence of the adaptation manager can still use old configuration interfaces (etc., for instance) and the system as a whole in spite of being old-fashioned can profit from adaptation management. Therefore, the most pressing work is to further populate the till now sparsely filled knowledge base. In order not to program the whole knowledge base manually, new interface and development tools (e.g. gateway functions for some /etc config files) will have to be designed and programmed.

Regarding aspect-orientation, our project is still very much at the stage which Kiczales et al. [KLM*97] describe as experimenting with metaobject protocols to get a feeling what design is most suitable for aspect language (-restrictions) and what weaving technique is best used. Step by step the gained experience will be reflected in future versions of our code generator utilities and runtime mechanisms.
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Abstract. Mobile objects fit into the matrix of internetworks, large data sources, and powerful network clients. The union of mobile code, state plus data has many applications, such as distributing control in workflow or groupware systems. The next generation of these systems of travelling objects must address two groups of issues. Mobile Objects in-the-small are the name I give to concerns over mobile object construction and arrangement. Mobile Objects in-the-large is my term for the issues involving large systems of mobile objects (dozens to hundreds) interacting together. It includes concerns over how these systems can be validated from the specification and synthesis of the mobile and interacting portions of an object graph given a database of application domain knowledge. I explore two aspects of next generation systems in more detail, using a workflow example for motivation. Standard meta-programming facilities are re-cast into the mobile agent support environment (e.g. for memory management, run-time stack examination, heap manipulation), and I propose additional facilities. Specification of mobile object interactions and expressibility of their properties, and currently technology’s bearing on these, is discussed, and future work suggested. A schematic for a system synthesis tool is also presented. All discussions are ultimately aimed at the research and development of an integrated set of mobile object system construction tools.

1 Introduction

Mobile Object Systems are continue to receive increasing attention from the research and industrial development communities. The transport of code plus intermediate results (state), combined with plentiful bandwidth and spare computing capacity at servers and client workstations, is changing the face of distributed computing. First generation mobile systems have focused on solving important issues such as how mobility may be expressed, and the ways in which security is assured. Other characteristics are:

\begin{itemize}
  \item application programming interfaces (APIs) hiding developers from important implementation decisions;
  \item small low numbers of objects interacting with each other (less than 10)
\end{itemize}

Examples of these systems include Java Aglets [11], ML-based Facile [10], a derivative of Modula-3 and Obliq called Visual Obliq [3], Telescript [18], and a new language and environment from the University of Geneva named SEAL [16]. They are descendants from previous work on distributed systems and programming languages, such as the ground-breaking work of the late 1980s by the
Emerald Project [8] and that of the 1980s Sun's Java Language and especially the Java Virtual Machine and its sandbox security model.

Fig. 1. Generations of mobile object systems

Mobile Object technology promises to become ubiquitous. Before this happens, however, I believe that at least two aspects require much further research:

- **Mobile objects in the small**: Programming environment support for developing mobile object systems, such as for the construction, transmission, reception, and resource management of these objects, where the system developer determines the implementation decisions underlying the mobile object system itself. This constitutes an Open Mobile Object System (OMOS).
- **Mobile objects in the large**: Tools for specifying and exploring the interactions of large (dozens) and very large (hundreds) of systems of mobile objects whether these objects enter a network from outside an enterprise, or originate from within the same intranet.

These should be the characteristics mobile object's next generation of languages and systems (see Figure 1).

Mobile object research must ease the development and deployment of large distributed systems. The following section of this paper outlines a sample problem from the Very Large Database research community. This will place into context the research problems discussed throughout the text. The rest of the paper explores these two characteristics (in-the-small and in-the-large) of second generation mobile object systems, outlining the research problems I am investigating as part of my Ph.D. research.

2 Motivation

A combination of highly-available networks and plentiful bandwidth, plus powerful processors and large data capacity on each desk, has led to groupware and workflow systems. These combine the capabilities of distributed systems and very large databases. Operating systems such as COOL [12] have been developed for this, and database researchers recognize workflow's unanticipated use of existing data stores and systems [10]. Mobile objects can be used at various levels to act as “glue” knitting together interactions across databases and as encapsulators of the data.

Azari et. al. [7] have examined the use of workflow in a telephone company; a composite diagram of their diagrams appears in Figure 2. Database interactions with a central control are broken into sub-transactions; various databases are accessed more than once. Workflow systems are complex because of tension between the independence of each database simultaneously and the requirement that sub-transaction results cannot be committed until the overall transaction succeeds; the interval from start to finish may be several minutes or several days.

![Figure 2: Telephone company workflow (from Azari et. al)](image-url)
future stages in the workflow; and
encapsulate code in the form of methods acting on both the data within the
object and data at the site at which the mobile object currently resides.

This exposes weaknesses in current mobile object systems:

- (in-the-small) One size of object does not fit all; system developers may need
some functionality of these systems but not all. Object data encapsulation
and transport will depend on the application, the use of replication, and
the degree of independence mobile objects should have from the executing
platforms.

- (in-the-large) New objects and their interactions should be derived from
some sort of specification; mobility could be "bootstrapped" into the objects
in the same way Visual programming systems automatically generate code
for GUIs. These specifications of larger systems must be used to prove certain
properties, such as correctness of interactions, freedom from deadlocks, and
the confirmation that definite results will be obtained.

3 In-the-small: Current Work

A claim made by the meta-programming community is that the black box model
of computation may front average case implementation decisions. These decisions
are often best made by the software developer [9, 6]. A meta-interface is used
to specify computation on the computation, as opposed to a regular interface
which specifies computation on the data domain. Exposing the implementation
details of mobile object system will require careful design of the meta-interface.

J. Temple's dissertation [16] demonstrated that a modern object-oriented
programming language can benefit from meta-programming facilities.
In this case, Objective C is extended with facilities for:

- traversing (or "rider") through heap space and its data structures;
- traversing through the run-time stack for both examining the data and mod-
ifying it;
- introduction of "filters" at run-time which stand between an event and the
procedure servicing that event, with the filters in effect acting as a "call- 
back" mechanism that may extend the functionality of already compiled
and linked system.

These apply to mobile object systems. Traversing through heap space is
needed to reiterate state and marshal the object graph into a format suitable for
transmission. Traversing through the run-time stack captures the current
point at which a series of method invocations has been interrupted; this is transmitted
to the new site as the computation's continuation point. Temple demonstrated
that the effort required to develop sophisticated debugging and shell tools was
greatly reduced when these meta-programming facilities were used. A similar
benefit is obtainable for mobile object systems.

Fig. 3. Schematic of Database object showing interfaces

My current research asks "what additional meta-programming facilities are
required to support an open mobile object system (OMOS)?" I propose the
following mechanisms:

- Network protocol riders modify how data is transferred to and from the ex-
cuting platform through the network layer. Optimizations are placed here
by system developers, such as communicating through the network to deter-
mine the presence (or absence) of objects at the remote site that are needed
by the travelling object. Access to the network interface also allows inser-
tion of custom security code at this point where the mobile object execution
platform meets the network.

- Method binding riders can be used with security and/or resource moni-
toring mechanisms. For instance, a recently arrived object would have methods
bound to it immediately to safe (and virtually powerless) implementations until
authentication completes. At that point, methods would be bound with vers-
ions having more functionality; several levels of security are possible. See
Figures 4 and 5. The advantage is given to the OMOS developer, who decides
when binding occurs (equivalently, choosing when bindings change).

- Security riders in conjunction with heap space riders, used to implement se-
curity models that "watch" the computations and react to suspicious results.

- Ontology filters insert conversions from one knowledge representation to an-
other. This is useful when a mobile object from one organization with a
vocabulary arrives at another with an equally entrenched (and disjoint) vo-
cabulary but related concepts. What those conversions are, and how they
are represented, are determined with the users and the developer. This fil-
ters look into the method invocations at points deemed critical.

Referring to Figure 4, the authentication/increased functionality example in
the figure is one of a method binding rider. Another is for a coarse-grained
adaptation:
focus of this research, but rather an important topic in the distributed artificial intelligence community.

4 In-the-large: Future Work

Mobile objects promises to aid in and reduce the development effort required for distributed system deployment. This leads to two observations:

- At present there is no technique which can demonstrate a large system will achieve its specified aim.
- No tools exist for decomposing a large distributed system specification into mobile and stationary portions. Note that this is different from determining what processes may migrate for load balancing purposes.

The problem with the first item is not that "satisfying a specification" is inexpressible. For instance, I have performed experiments with casting interactions between objects into CCS (Calculus of Communicating Systems) [14] and the temporal properties of the system into a temporal logic (µ-calculus [6]). Unfortunately, freely available concurrency workbenches with built-in model checkers have difficulty testing all but the most trivial properties of systems such as those in Figure 2. I propose that patterns of mobile object communication can be exploited and thereby leading to model generators tuned to these characteristics, hence eliminating the state explosion problem. I feel that another possible solution is to use the results of object-oriented process modeling along with emerging theories of object interaction [17]. My goal in this phase of the research is to develop property verification techniques for very large (dozens to hundreds) of cooperating mobile objects. This must be implementable and eventually formed into a tool.

As for the second item, any success in developing a decomposition tool will depend on the existence of domain-specific packages. For instance, success has been reported for using the OO approach to taking a DSP system from specification to an optimized implementation using frameworks and synthetic benchmarks [7, 6]. In a similar spirit, I suggest that this is applicable to mobile object system design and implementation. As an example, given the details of a paper-based workflow process, such as:

- dependencies between documents and forms;
- sets of personnel able to perform the human work;
- locations of those people and their machines; and
- distribution of the data amongst a set of servers

an analysis tool will generate a list of mobile and stationary processes. After verifying that the system as specified has desirable properties (e.g. it is possible that all parts of the document can be completed and delivered to a specific department) and doesn't have bad ones (e.g. deadlock, starvation), then code and data needed by the mobile objects is laid down.
I maintain that the goal of verification and synthesis from specification are not only desirable, but may be necessitated by the ubiquity of mobile objects and the size of the end systems.
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