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Abstract

The CPS (continuation-passing style) transformation on \( \lambda \)-terms has an interpretation in many areas of Computer Science, such as programming languages and type theory. Programming intuition suggests that in effect, it is idempotent, but this does not obviously hold for all existing CPS transformations (Plotkin, Reynolds, Fischer, etc.).

We rephrase the call-by-value CPS transformation to make it syntactically idempotent, modulo some reduction of the newly introduced continuation. Type-wise, iterating this transformation corresponds to refining the polymorphic domain of answers.
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1 Introduction

The CPS transformation stands at an intersection between several areas of Computer Science: on $\lambda$-terms, it is used to encode evaluation orders [11, 16, 20, 21], e.g., for compiling programs [1, 17, 24]; on types, seen as propositions, it corresponds to a double-negation translation, i.e., as a mapping from Classical Logic into Intuitionistic Logic [14, 19, 27].

We are interested in the effect of iterating the CPS transformation. In the absence of control operators [2, 4, 9], programming intuition suggests that nothing should be gained: since continuations represent new evaluation contexts, and CPS terms only contain tail-calls, CPS-transforming a CPS term cannot possibly introduce much of a continuation. Therefore we wonder whether the CPS transformation is, or could be made, syntactically idempotent: what is the result of CPS transforming a CPS-transformed program? Does it give the same CPS-transformed program?

One property of the $\lambda$-calculus hints that the CPS transformation could actually be made syntactically idempotent: $\eta$-reduction. The intuition is that a tail-recursive CPS term $\epsilon$ ought to be CPS transformed into a term $\lambda k.\epsilon @ k$, where "@" denotes infix application, and which can be safely $\eta$-reduced to $\epsilon$ in a CPS context.

This intuition, however, does not hold for any known CPS transformation, and after a brush up on CPS in Section 2, we see how and why in Section 3. The problem with the CPS transformation is that it introduces too many continuations — a drawback for compilers that CPS-transform their input, when this input is already in CPS. In Section 4, we see how a strategic mix of currying and uncurrying leads us towards idempotence, which we obtain in Section 5.

In Section 6, we investigate the type analogue of syntactic idempotence. In Section 7, we consider other continuation-passing styles. Section 8 concludes.

2 CPS: Values First vs. Continuations First

Broadly speaking, there are two classes of continuation-passing styles: those that put values first ($\lambda x.\lambda k_1...k_n @ x$), and those that put continuations first ($\lambda k.\lambda x...x$). The "values first" class was investigated by Plotkin, Reynolds, and others [20, 21]. The "continuations first" class was investigated by Fischer, Fradet and Le Métayer, Sabry and Felleisen, and others [11, 12, 23].

Denotational Semantics can put some light on these two classes. Suppose that continuations are defined as mappings from values to answers. Then putting values first amounts to defining (call-by-value) functions as mappings from values to continuations to answers. Conversely, putting continuations first amounts to considering functions as continuation transformers [13, 25].

\[
\begin{array}{l}
\text{Values first} \\
\text{Values} : Val \to Ans \\
\text{Fun} = Val \to Cont \to Ans \\
\text{Continuations} : Val \to Ans \\
\text{Fun} = Cont \to Val \to Ans \\
\end{array}
\]

Since continuations can only be $\eta$-reduced when they are placed last, in the rest of this paper, we consider the "values first" class. Specifically, we focus on Plotkin's CPS transformation for call-by-value, where subterms are evaluated from left to right [20].

Figure 1 specifies our source language: it is the pure $\lambda$-calculus. Following Reynolds [21], we distinguish between trivial terms, whose reduction always terminate, and serious terms, whose reduction may diverge. Figures 2 and 3 display Plotkin's CPS transformation and the syntactic characterization of its output, after administrative reductions [5, 20, 23, 24]. Both BNF's were used in earlier work on the direct-style transformation, the inverse of the CPS transformation [3, 8].

3 Idempotence: No

Let us CPS-transform the identity function $\lambda x. x$ in an empty context, for simplicity. The result reads as follows.

\[
\lambda x.\lambda k_1. k_1 @ x
\]

CPS-transforming this result reads as follows.

\[
\lambda x.\lambda k_2. k_2 @ (\lambda k_1. \lambda k_2. (k_1 @ x) @ k_2)
\]

We may $\eta$-reduce the inner occurrence of $k_2$, but the outer one remains, defeating idempotence.

The nature of this failing suggests to consider an uncurried CPS transformation — i.e., a CPS transformation generating uncurried $\lambda$-terms (Figures
\( r \in \text{DRoot} \quad \text{— domain of DS } \lambda\text{-terms} \)
\( e \in \text{DExp} \quad \text{— domain of DS serious expressions} \)
\( t \in \text{DTriv} \quad \text{— domain of DS trivial expressions} \)
\( i \in \text{Ide} \quad \text{— domain of identifiers} \)

\[
\begin{align*}
r & \equiv e \\
e & \equiv t \ | \ e_0 \circ e_1 \\
t & \equiv i \ | \ \lambda i. r
\end{align*}
\]

Figure 1: Syntax of pure direct-style (DS) \( \lambda \)-terms

\( c^\text{DRoot}_c : \text{DRoot} \rightarrow \text{CRoot}_c \)
\( c^\text{DRoot}_c [e] = c^\text{DExp}_c [e] \)
\( c^\text{DExp}_c [t] = \lambda \kappa \cdot c^\text{DTriv}_c [t] \)
\( c^\text{DExp}_c [e_0 \circ e_1] = \lambda \kappa \cdot c^\text{DExp}_c [e_0] \circ \lambda t_0 \cdot c^\text{DExp}_c [e_1] \circ \lambda t_1 \cdot (t_0 \circ t_1) \circ \kappa \)
\( c^\text{DTriv}_c [i] = i \)
\( c^\text{DTriv}_c [\lambda i. r] = \lambda i. c^\text{DRoot}_c [r] \)

Figure 2: Curried CPS transformation on pure DS terms

\( r \in \text{CRoot}_c \quad \text{— domain of curried CPS } \lambda\text{-terms} \)
\( e \in \text{CExp}_c \quad \text{— domain of curried CPS serious expressions} \)
\( t \in \text{CTriv}_c \quad \text{— domain of curried CPS trivial expressions} \)
\( i, k, v \in \text{Ide} \quad \text{— domain of identifiers} \)

\[
\begin{align*}
r & \equiv \lambda k.e \\
e & \equiv k \circ t \ | \ \{ t_0 \circ t_1 \} \circ \lambda u.e \\
t & \equiv i \ | \ \lambda i. r \ | \ v
\end{align*}
\]

Figure 3: Syntax of curried CPS \( \lambda \)-terms

\( c^\text{DRoot}_u : \text{DRoot} \rightarrow \text{CRoot}_u \)
\( c^\text{DRoot}_u [e] = c^\text{DExp}_u [e] \)
\( c^\text{DExp}_u [t] = \lambda \kappa \cdot c^\text{DTriv}_u [t] \)
\( c^\text{DExp}_u [e_0 \circ e_1] = \lambda \kappa \cdot c^\text{DExp}_u [e_0] \circ \lambda t_0 \cdot c^\text{DExp}_u [e_1] \circ \lambda t_1 \cdot (t_0 \circ t_1) \circ \kappa \)
\( c^\text{DTriv}_u [i] = i \)
\( c^\text{DTriv}_u [\lambda i. r] = \lambda (i, \kappa) \cdot c^\text{DRoot}_u [r] \circ \kappa \)

Figure 4: Uncurried CPS transformation on pure DS terms

\( r \in \text{CRoot}_u \quad \text{— domain of uncurried CPS } \lambda\text{-terms} \)
\( e \in \text{CExp}_u \quad \text{— domain of uncurried CPS serious expressions} \)
\( t \in \text{CTriv}_u \quad \text{— domain of uncurried CPS trivial expressions} \)
\( i, k, v \in \text{Ide} \quad \text{— domain of identifiers} \)

\[
\begin{align*}
r & \equiv \lambda k.e \\
e & \equiv k \circ t \ | \ \{ t_0 \circ t_1 \} \circ \lambda u.e \\
t & \equiv i \ | \ \lambda (i, \kappa). e \ | \ v
\end{align*}
\]

Figure 5: Syntax of uncurried CPS \( \lambda \)-terms

\( e \equiv \ldots \ | e_0 \circ (e_1, e_2) \\
t \equiv \ldots \ | \lambda (t_1, t_2). r \\

Figure 6: Extension of Figure 1 to uncurried DS \( \lambda \)-terms
\[ C_c^{\text{DExp}} \left[ e_0 \circ (e_1, e_2) \right] = \lambda \kappa. C_c^{\text{DExp}} \left[ e_0 \circ \lambda \theta_0 \right. \]
\[ C_c^{\text{DExp}} \left[ e_1 \circ \lambda \theta_1 \right. \]
\[ C_c^{\text{DExp}} \left[ e_2 \circ \lambda \theta_2 \right. \]
\[ (i_0 \circ (t_1, t_2)) \circ \kappa \]
\[ C_c^{\text{DTriv}} \left[ \lambda (i_1, i_2) \circ r \right] = \lambda (i_1, i_2). C_c^{\text{DRoot}} \left[ r \right] \]

Figure 7: Extension of Figure 2 to uncurried DS \( \lambda \)-terms

4 and 5). The corresponding extension of the \( \lambda \)-calculus is displayed in Figure 6. The corresponding extension of the CPS transformation is displayed in Figure 7.

The uncurried CPS counterpart of the identity function \( \lambda x. x \) thus reads as follows.
\[ \lambda (x, k_1). k_1 \circ x \]

CPS-transforming this result reads as follows.
\[ \lambda (x, k_1, k_2). k_1 \circ (x, k_2) \]

This term contains only one occurrence of \( k_2 \), but we cannot \( \eta \)-reduce it precisely because the term is uncurried.

The nature of this second failure suggests to mix curried and uncurried CPS, as investigated in Section 4.

4 Idempotence: Sort Of

Let us compose the curried CPS transformation (Figure 2) with the uncurried CPS transformation (Figure 4). To this end, and as was done implicitly in Section 3, we need to embed the output of the uncurried CPS transformation into the \( \lambda \)-calculus as extended in Figure 6. This embedding is the obvious one. The CPS transformation yields a trivial term, which compels us to compose \( C_c^{\text{DTriv}} \) with \( C_c^{\text{DRoot}} \).

Theorem 1 \( C_c^{\text{DTriv}} \) is the identity function over call-by-value uncurried CPS terms.

Proof. We map \( C_c^{\text{DTriv}} \) (Figures 2 and 7) over the output BNF of \( C_c^{\text{DRoot}} \) (Figure 5).

\[ C_c^{\text{DTriv}} \left[ \lambda k r \right] = \lambda k. C_c^{\text{DRoot}} \left[ r \right] \]
\[ C_c^{\text{DRoot}} \left[ e \right] = C_c^{\text{DExp}} \left[ e \right] \]
\[ C_c^{\text{DExp}} \left[ k \circ l \right] = \lambda \kappa. C_c^{\text{DRoot}} \left[ k \circ \lambda \theta_0. C_c^{\text{DExp}} \left[ e \circ \lambda \theta_1 \circ \lambda \theta_2 \circ (t_0 \circ (t_1, t_2)) \circ \kappa \right] \right. \]
\[ = \lambda \kappa. (k \circ C_c^{\text{DTriv}} \left[ l \right]) \circ \kappa \]

after two administrative reductions
\[ =_{\eta} k \circ C_c^{\text{DTriv}} \left[ l \right] \]
\[ C_c^{\text{DExp}} \left[ i_0 \circ (t_1, u \circ e) \right] = \lambda \kappa. C_c^{\text{DRoot}} \left[ i_0 \circ \lambda \theta_0 \circ \lambda \theta_1 \circ \lambda \theta_2 \circ (i_0 \circ (i_1, i_2)) \circ \kappa \right. \]
\[ = \lambda \kappa. (C_c^{\text{DTriv}} \left[ i_0 \circ (C_c^{\text{DTriv}} \left[ i_1 \circ (l, u \circ C_c^{\text{DExp}} \left[ e \right]) \circ \kappa \right] \right. \]

after three administrative reductions
\[ =_{\eta} C_c^{\text{DTriv}} \left[ i_0 \circ (C_c^{\text{DTriv}} \left[ i_1 \circ C_c^{\text{DExp}} \left[ e \right]) \right. \right. \]
\[ C_c^{\text{DTriv}} \left[ e \right] = e \]
\[ C_c^{\text{DTriv}} \left[ \lambda (i_1, i_2) \circ r \right] = \lambda (i_1, i_2). C_c^{\text{DRoot}} \left[ r \right] \]

...which is the identity transformation. \( \Box \)
5 Idempotence: Yes

Leaving currying behind, let us go back to the pure \(\lambda\)-calculus and draw lessons from Theorem 1. The uncurried transformation introduced too many continuations because the \(\lambda\) declaring values, in a CPS term, is trivial in the sense of Reynolds [21] — or more precisely, it is total, since \(\beta\)-reducing it yields a \(\lambda\)-abstraction, and thus cannot diverge. Such total functions need no continuations. Therefore, we only need to extend the original syntax of the \(\lambda\)-calculus (Figure 1) with “total” annotations (decorating \(\lambda\) and \(\@\) with a hat), and to extend Plotkin’s CPS transformation to cater for them. This possibility was mentioned in Danvy and Filinski’s work [5, Sect. 4.3] and used in a call-by-name setting by Danvy and Hatcher [7].

The corresponding extension of the \(\lambda\)-calculus is displayed in Figure 8.\(^1\) The corresponding extension of the CPS transformation is displayed in Figure 9. The BNF of its output is displayed in Figure 10. Again, the embedding of such output terms in the extended \(\lambda\)-calculus is the obvious one.

We are now in position to state our main theorem.

\textbf{Theorem 2} \(C^{D_{\text{Triv}}}\) \textit{is the identity function over call-by-value CPS terms.}

\[C^{D_{\text{Root}}} : \text{DRoot} \rightarrow \text{CRoot}\]
\[C^{D_{\text{Triv}}} : \text{DTriv} \rightarrow \text{CRoot}\]
\[C^{D_{\text{Exp}}} : \text{CExp} \rightarrow \text{CExp}\]

\[C^{D_{\text{Root}}} [e] = C^{D_{\text{Exp}}} [e]\]
\[C^{D_{\text{Exp}}} [i] = \lambda \kappa. \kappa @ C^{D_{\text{Triv}}} [i]\]
\[C^{D_{\text{Exp}}} [e_0 @ e_1] = \lambda \kappa. C^{D_{\text{Exp}}} [e_0] @ \lambda \kappa. C^{D_{\text{Exp}}} [e_1] @ \lambda \alpha. (t_0 @ t_1) @ \kappa\]
\[C^{D_{\text{Triv}}} [i] = i\]
\[C^{D_{\text{Triv}}} [\lambda i. r] = \lambda i. C^{D_{\text{Root}}} [r]\]
\[C^{D_{\text{Triv}}} [\lambda i. t] = \lambda i. C^{D_{\text{Triv}}} [t]\]
\[C^{D_{\text{Triv}}} [t_0 @ t_1] = C^{D_{\text{Triv}}} [t_0] @ C^{D_{\text{Triv}}} [t_1]\]

\[\text{Figure 8: Extension of Figure 1 to \textit{trivial} DS \(\lambda\)-terms}\]

\[\text{Figure 9: Extended call-by-value CPS transformation on pure DS terms}\]

\[\text{Figure 10: Syntax of call-by-value CPS \(\lambda\)-terms with \textit{totality} annotations\]
6 Iterating the CPS Transformation over Types

The BNF of DS types reads as follows. (b denotes a base type.)

\[ t ::= \begin{array}{l}
  b \\
  \mathit{t_1} \to \mathit{t_2}
\end{array} \]

The call-by-value CPS transformation over types reads as follows [14, 15, 16, 19].

\[ C(\mathit{t}) = (C(\mathit{t}) \to \text{Ans}) \to \text{Ans} = \neg\text{Ans} \neg\text{Ans} C(\mathit{t}) \]

\[ C(\mathit{b}) = \mathit{b} \]

\[ C(\mathit{t_1} \to \mathit{t_2}) = C(\mathit{t_1}) \to C(\mathit{t_2}) \]

for some domain of answers \text{Ans}.

We follow Huet's notation [16], and thus distinguish between the type of serious terms (handled by \(C(\cdot)\)) and the type of trivial terms (handled by \(C(\cdot)\)). For conciseness, we also abbreviate \(t \to \text{Ans}\) by \(\neg\text{Ans}^t\).

As pointed out in Section 5, however, one function space in the CPS transformation on types is trivial. To match the extended transform on terms, let us annotate it and extend the CPS transformation over trivial function spaces [7].

\[ C(\mathit{t}) = (C(\mathit{t}) \to \text{Ans}) \to \text{Ans} \]

\[ C(\mathit{b}) = \mathit{b} \]

\[ C(\mathit{t_1} \to \mathit{t_2}) = C(\mathit{t_1}) \Rightarrow C(\mathit{t_2}) \]

\[ C(\mathit{t_1} \Rightarrow \mathit{t_2}) = C(\mathit{t_1}) \Rightarrow C(\mathit{t_2}) \]

We are now equipped to iterate the CPS transformation, starting from the pure \(\mathbf{\lambda}\)-calculus.

Since the result of the CPS transformation is trivial, we consider \(C(\cdot) \circ C(\cdot)\). Calculating the first case yields:

\[ C(C(\mathit{b})) = C((C(\mathit{b}) \to \text{Ans}) \to \text{Ans}) \]

\[ = C(C(\mathit{b}) \to \text{Ans}) \to C(\text{Ans}) \]

\[ = (C(C(\mathit{b})) \to C(\text{Ans})) \to C(\text{Ans}) \]

\[ = \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{b})) \]

Calculating the second case yields:

\[ C(C(\mathit{t_1} \to \mathit{t_2})) = C((C(\mathit{t_1} \to \mathit{t_2}) \to C(\text{Ans})) \to C(\text{Ans}) \]

\[ = \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{t_1} \to \mathit{t_2})) \]

and

\[ C(C(\mathit{t_1} \to \mathit{t_2})) = C(C(\mathit{t_1}) \Rightarrow C(\mathit{t_2})) \]

\[ = C(C(\mathit{t_1})) \Rightarrow C(C(\mathit{t_2})) \]

\[ = C(C(\mathit{t_1})) \Rightarrow (C(C(\mathit{t_1})) \to C(\text{Ans})) \to C(\text{Ans}) \]

\[ = C(C(\mathit{t_1})) \Rightarrow \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{t_2})) \]

The three results

\[ C(C(\mathit{b})) = \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{b})) \]

\[ C(C(\mathit{t_1} \to \mathit{t_2})) = \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{t_1})) \Rightarrow \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{t_2})) \]

\[ C(C(\mathit{t_1} \to \mathit{t_2})) = C(C(\mathit{t_1})) \Rightarrow \neg C(\text{Ans}) \neg C(\text{Ans}) C(C(\mathit{t_2})) \]

can be compared with

\[ C(\mathit{b}) = \neg C(\text{Ans}) \neg C(\text{Ans}) C(\mathit{b}) \]

\[ C(\mathit{t_1} \to \mathit{t_2}) = \neg C(\text{Ans}) \neg C(\text{Ans}) C(\mathit{t_1}) \Rightarrow \neg C(\text{Ans}) \neg C(\text{Ans}) C(\mathit{t_2}) \]

\[ C(\mathit{t_1} \to \mathit{t_2}) = C(\mathit{t_1}) \Rightarrow \neg C(\text{Ans}) \neg C(\text{Ans}) C(\mathit{t_2}) \]

Iterating the CPS transformation on types thus amounts to refining the domain of answers with its CPS counterpart. This was implicitly the case in Danvy and Filinski's earlier work on iterating the CPS transformation [4], which to the best of our knowledge is the only other work considering the question. This work, however, investigates a family of control operators \(\mathit{shift_n}\) and \(\mathit{reset_n}\) that follows the hierarchy of iterating the CPS transformation. Given a \(n\)-level term (i.e., a term containing \(n\) occurrences of \(\mathit{shift_n}\) and \(\mathit{reset_n}\), \(n + 1\) CPS transformations are necessary to obtain a purely functional, continuation-passing term, over which the CPS transformation of Section 5 is idempotent.

We have been asked whether a detour via Moggi's monad meta-language could help [16, 18]. In the present case, the answer is no because, for example, applying the continuation-monad constructor to a continuation monad does not yield a monad [28]. Therefore, idempotence does not make any sense.
7 Other Continuation-Passing Styles

One may wonder whether other CPS transformations (call-by-name [20], Reynolds-style [22], or after evaluation-order analysis [6, 7]) are idempotent. The answer is generally no, even if one adds triviality annotations.

However, CPS terms are evaluation-order independent [20, 21], and thus in particular they can be evaluated — or CPS-transformed — using call-by-value. It appears that a strategy similar to the one of Section 5 leads to idempotence for all of these CPS transformations.

We reproduce it here for call-by-name. Figure 11 displays the syntax of the call-by-name λ-calculus. (NB: under call-by-name, identifiers are serious terms.) Figures 12 and 13 display Plotkin’s CPS transformation and the syntactic characterization of its output, after administrative reductions.

Theorem 3 $C^{DTiv}$ is the identity function over call-by-name CPS terms.

8 Conclusion

Programming intuition suggests that in the absence of control operators, CPS-transforming a tail-recursive (i.e., iterative) program ought to yield a program with insignificant continuations. We have formalized this insignificance syntactically though η-reduction and idempotence, namely: CPS transforming a CPS-transformed program yields a program where all the new continuations can be η-reduced, leading back the original CPS-transformed program. Type-wise, idempotence is reflected in the polymorphic domain of answers, that can be variously refined.

To this end, we had to use a notion of “trivial function space” that need not be CPS transformed. This notion was suggested earlier by Danvy and Filinski [5, Section 4.3] in a call-by-value setting and used by Danvy and Hatcliff in a call-by-name setting [7]. It can be bypassed by directly considering CPS transformations with multiple continuations (see Figures 14 and 15) instead of composing the CPS transformation. In these CPS transformations with multiple continuations, by construction, all outer continuations can be η-reduced [4].

The approach we have taken here is essentially syntactic. To be meaningful, it should be doubled with a semantical study such as Filinski’s in his PhD thesis [10], with an eye on the logical interpretation of idempotence.
\[ C^\text{DB}\text{root}_c [e] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{root}_c [e] @ \alpha_1) @ \alpha_2) @ \alpha_3 \]
\[ C^\text{DB}\text{Exp}_c [i] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((\alpha_1 @ C^\text{DB}\text{Triv}_c [i]) @ \alpha_2) @ \alpha_3 \]
\[ C^\text{DB}\text{Exp}_c [e_0 @ e_1] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{Exp}_c [e_0] @ A_0) @ \alpha_2) @ \alpha_3 \]
where \( A_0 = \lambda \alpha_0, \lambda \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{Exp}_c [e_1] @ A_1) @ \alpha_2) @ \alpha_3 \)
where \( A_1 = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, (((e_0 @ e_1) @ \alpha_1) @ \alpha_2) @ \alpha_3 \)
\[ C^\text{DB}\text{Triv}_c [i] = i \]
\[ C^\text{DB}\text{Triv}_c [\lambda i, r] = \lambda i, C^\text{DB}\text{root}_c [r] \]

Figure 14: Triple CPS transformation on call-by-value \( \lambda \)-terms

\[ C^\text{DB}\text{root}_c [e] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{Exp}_c [e] @ \alpha_1) @ \alpha_2) @ \alpha_3 \]
\[ C^\text{DB}\text{Exp}_c [i] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((\alpha_1 @ C^\text{DB}\text{Triv}_c [i]) @ \alpha_2) @ \alpha_3 \]
\[ C^\text{DB}\text{Exp}_c [e @ r] = \lambda \alpha_1, \lambda \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{Exp}_c [e] @ A) @ \alpha_2) @ \alpha_3 \]
where \( A = \lambda i, \alpha_2, \lambda \alpha_3, (((e @ B) @ \alpha_1) @ \alpha_2) @ \alpha_3 \)
where \( B = \lambda \alpha_1, \alpha_2, \lambda \alpha_3, ((C^\text{DB}\text{root}_c [r] @ \alpha_1) @ \alpha_2) @ \alpha_3 \)
\[ C^\text{DB}\text{Triv}_c [\lambda i, r] = \lambda i, C^\text{DB}\text{root}_c [r] \]

Figure 15: Triple CPS transformation on call-by-name \( \lambda \)-terms
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