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Abstract

Partial-evaluation folklore has it that massaging one’s source programs can make them specialize better. In Jones, Comard, and Sestoft’s recent textbook, a whole chapter is dedicated to listing such “binding-time improvements”: non-standard use of continuation-passing style, eta-expansion, and a popular transformation called “The Trick”. We provide a unified view of these binding-time improvements, from a typing perspective.

Just as a proper treatment of product values in partial evaluation requires partially static values, a proper treatment of disjoint sums requires moving static contexts across dynamic case expressions. This requirement precisely accounts for the non-standard use of continuation-passing style encountered in partial evaluation. In this setting, eta-expansion acts as a uniform binding-time coercion between values and contexts, be they of function type, product type, or disjoint-sum type.

For the latter case, it achieves “The Trick”.

In this paper, we extend Comard and Jones’s partial evaluator for the λ-calculus, λ-Mix, with products and disjoint sums; we point out how eta-expansion for disjoint sums does The Trick; we generalize our earlier work by identifying that eta-expansion can be obtained in the binding-time analysis simply by adding two coercion rules; and we specify and prove the correctness of our extension to λ-Mix.
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1 Introduction

Partial evaluation is a program-transformation technique for specializing programs \[8, 16\]. Modern partial evaluators come in two flavors: online and offline. An online partial evaluator specializes program in an interpretive way \[21, 25\]. An offline partial evaluator is divided into two stages:

1. a binding-time analysis determining which parts of the source program are known (the "static" parts) and which parts may not be known (the "dynamic" parts);

2. a program specializer reducing the static parts and reconstructing the dynamic parts, thus producing the residual program.

The two stages must fit together such that (1) no static parts are left in the residual program, and (2) no static computation depends on the result of a dynamic computation \[14, 18, 19\].

In this paper, we consider offline partial evaluation, but our results also apply to online partial evaluation.

In an online partial evaluator, the precision of the binding-time analysis determines the effectiveness of the program specializer \[8, 16\]. Informally, the more parts of a source program are classified to be static by the binding-time analysis, the more parts are processed away by the specializer.

Practical experience with partial evaluation shows that users need to massage their source programs to make binding-time analysis classify more program parts as static, and thus to make specialization yield better results. Jones, Gomard, and Sestoft's textbook \[16, Chapter 12\] documents three such "binding-time improvements": continuation-passing style, eta-expansion, and "The Trick".

1.1 Continuation-passing style

For some expressions, evaluation reduces to evaluating sub-expressions; for example, evaluating a let expression reduces to evaluating its body, and evaluating a conditional expression reduces to evaluating one of the conditional branches. Classifying such outer expressions as dynamic forces these inner expressions to be dynamic as well, even when they are actually static and the context of the outer expression, given a static value, could be classified as static. For example, in terms such as

\[
10 + (\text{let } x = D \text{ in } 2 \text{ end})
\]

if \( D \) is dynamic, both the let and the case expressions need to be reconstructed. (In the presence of computational effects, e.g., divergence, unfolding such a let expression statically is unsafe.) The second argument of + is therefore dynamic, and thus + is classified to be dynamic as well, even though at run time, both expressions reduce to a value that could have been computed at specialization time. Against this backdrop, moving the context \(10 + [\cdot] \) inside the let and the case expressions makes it possible to classify + to be static and thus to compute the addition at specialization time. This context move can be achieved either by a source transformation such as the CPS transformation or by delimiting the "static" continuation of the specializer and relocating it inside the reconstructed expression. Both methods are documented in the literature \[5, 7, 16, 17\]. Note that this change in the specializer requires a corresponding change in the binding-time analysis.

1.2 Eta-expansion

Jones, Gomard, and Sestoft list eta-expansion as an effective binding-time improvement \[16\]. In an earlier work \[10\], we showed that a source eta-expansion serves as a binding-time coercion for static higher-order values in dynamic contexts and for dynamic values in potentially static contexts expecting higher-order values (see Section 3.1). We proposed and proved the correctness of a binding-time analysis that generates these binding-time coercions at points of conflict, instead of taking the conservative solution of normalizing both values and contexts.

In the same paper \[10\], we also pointed out that an analogous problem occurs for products, and that the analog of eta-expansion serves as a binding-time coercion for static product values in dynamic contexts and for dynamic values in potentially static contexts expecting product values (see Section 3.2). We did not, however, present the corresponding binding-time analysis generating these binding-time coercions at points of conflict, nor did we consider disjoint sums.

In summary, eta-redexes provide a syntax for binding-time coercions, either from static to dynamic, or from dynamic to static.

1.3 "The Trick"

In their partial-evaluation textbook \[16\], Jones, Gomard, and Sestoft document a folklore binding-time improvement, referring to it as "The Trick".
The Trick has not been formalized. Intuitively, it is used to process dynamic choices of static values, i.e., when finitely many static values may occur in a dynamic context. Enumerating these values makes it possible to plug each of them into the context, thereby turning it into a static context and enabling more static computation.

The Trick can also be used on any finite type, such as booleans or characters, by enumerating its elements. Alternatively, one may wish to cut on the number of static possibilities that can be encountered at a program point — for example, only finitely many characters (instead of the whole alphabet) may occur in a regular-expression interpreter [16, Section 12.2]. The Trick is usually carried out explicitly by the programmer (see the while loop in Jones and Gomard’s Imperative Mix [16, Section 4.8.3]).

This enumeration of static values could also be obtained by program analysis. Exploiting the results of such a program analysis would make it possible to automatize The Trick. In fact, a program analysis determining finite ranges of values that may occur at a program point does enable The Trick. For example, control-flow analysis [23] (also known as closure analysis [22]) determines a conservative approximation of which λ-abstractions can give rise to a closure that may occur at an application site. The application site can be transformed into a case-expression listing all the possible λ-abstractions and performing a first-order call to the corresponding λ-abstraction in each branch. This defunctionalization technique was proposed by Reynolds in the early seventies [20]. Since the end of the eighties, it is used by such partial evaluators as Similix to handle higher-order programs [4]. The conclusion of this is that Jones, Gomard, and Sestoft actually do use an automated version of The Trick [16, Section 10.1.4, Item (1)], even if they do not present it as such.

In summary, and according to the literature, The Trick appears as yet another powerful binding-time improvement. It has not been formalized.

1.4 This paper

In this paper we present and prove the correctness of a partial evaluator that both automates and unifies the binding-time improvements listed above. Section 2 presents an extension of λ-Mix which handles products and disjoint sums properly. Section 3 illustrates the effect of eta-expansion in this continuation-based partial evaluator. In particular, eta-expansion of disjoint-sums values does The Trick. Section 4 extends the binding-time analysis of Section 2 with coercions as eta-redexes. Section 5 proves the correctness of this extended partial evaluator. Section 6 assesses our results and Section 7 concludes.

1.5 Notation

Consistently with Nielson and Nielson [18], we use overlining to denote “static” and underlining to denote “dynamic”. For purposes of notation, we use “Ω” (pronounced “apply”) to denote applications, and we abbreviate \((e_0 \Omega e_1) \Omega e_2\) by \(e_0 \Omega (e_1 \Omega e_2)\), and \(e_0 \Omega (\lambda x.e)\) by \(e_0 \Omega \lambda x.e\).

A context is an expression with one hole [2].

We assume Barendregt’s Variable Convention [2]: when a λ-term occurs in this article, all bound variables are chosen to be different from the free variables. This can be achieved by renaming bound variables.

Eta-expanding a higher-order expression \(e : \tau_1 \rightarrow \tau_2\) yields the expression

\[\lambda v.e \Omega v\]

where \(v\) does not occur free in \(e\) [2]. By analogy, “eta-expanding” a product expression \(e : \tau_1 \times \tau_2\) yields the expression

\[\text{pair}(fst\;e,\;snd\;e)\]

and “eta-expanding” a disjoint-sum expression \(e : \tau_1 + \tau_2\) yields the expression

\[\text{case}\;e\;\text{of}\;\text{inleft}(z_1) \Rightarrow \text{inleft}(z_1) | \text{inright}(z_2) \Rightarrow \text{inright}(z_2)\;\text{end}\].

2 An Extension of λ-Mix handling Products and Disjoint Sums

Our starting point is Gomard and Jones’s partial evaluator λ-Mix, an offline partial evaluator for the λ-calculus [11, 12, 16]. We extend it to handle products and disjoint sums. Like Gomard and Jones’s, our binding-time analysis is monovariant in that it associates one binding-time type for each source expression.

Our partial evaluator provides a proper treatment of disjoint sums, where a dynamic sum of two static values is not approximated to be dynamic if its context of use is static. Instead, this context is duplicated during specialization. Bondorf has given a specification of this technique, but no proof of correctness [5].
Figure 1 displays the syntax of a \( \lambda \)-calculus with products and disjoint sums. A binding-time analysis (Section 2.1) maps a \( \lambda \)-term into a two-level \( \lambda \)-term (Figure 2). Program specialization (Section 2.2) reduces all the static parts of a two-level \( \lambda \)-term and yields a completely dynamic \( \lambda \)-term. Erasing its annotations yields the residual, specialized \( \lambda \)-term.

### 2.1 Binding-time analysis

Figure 3 displays Gomard's binding-time analysis, restricted to the pure \( \lambda \)-calculus. Types are finite and generated from the grammar of Figure 2. The type \( t \) denotes the type of dynamic values. The judgement

\[
A \vdash e : t \triangleright w
\]

should be read as follows: under hypothesis \( A \), the \( \lambda \)-term \( e \) can be assigned the type \( t \) with the annotated term \( w \).

Figures 4 and 5 display the extension of this binding-time analysis to products and disjoint sums. The extension to products is straightforward. In the extension to disjoint sums, the binding time of a case expression is independent of the binding time of its test, even when this test is dynamic.

### 2.2 Program specialization

Program specialization reduces the static parts of a two-level \( \lambda \)-term. The specification of program specialization has the form of an operational semantics. If \( e \) and \( e' \) are two-level \( \lambda \)-terms, then \( e \rightarrow e' \) means that \( e \) reduces to \( e' \). Figure 6 displays the three basic evaluation rules, and Figure 7 displays four novel "code-motion" rules. Each code-motion rule duplicates the static context of a dynamic case-expression and moves the copies to the branches of the case-expression. This creates new redexes, which fits together with
the rule for binding-time analysis of case-expressions of Figure 5. For each evaluation context $E[\cdot]$, if $e \rightarrow e'$, then $E[e] \rightarrow E[e']$.

Our extension of $\lambda$-Mix is correct, as proven in Section 5.

3 Examples

We first briefly summarize how eta-expansion works for functions and products, and then we give two examples of how our partial evaluator does The Trick.

3.1 Coercions for functions

As illustrated in our earlier work [10], for functions, eta-expansion is useful in two cases. The first is where a dynamic context $\cdot$, expecting a higher-order value of type $d$ (one could be tempted to write “of type $\tau_1 \rightarrow \tau_2$”), can be coerced into a static context

$$\lambda v. [\cdot] @ v$$

that expects a value of type $\tau_1 \rightarrow \tau_2$. The second useful case is where a dynamic higher-order value $e$ of type $d$ (again, one could be tempted to
Figure 7: Operational semantics of the two-level λ-calculus — code-motion rules

\[ \text{Static applications:} \]
\[
\begin{align*}
\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \end{align*}
\]
\[\text{case } e_0 \text{ of } \text{inleft}(x_1) \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end} \]
\[\text{case } e_0 \text{ of } \text{inleft}(x_1) \Rightarrow e_1 \text{ end} \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end} \]

\[\text{Static decompositions:} \]
\[
\begin{align*}
\text{fst } (\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end}) \Rightarrow \text{fst } e_1 \mid \text{inright}(x_2) \Rightarrow \text{fst } e_2 \text{ end} \\
\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow \text{fst } e_1 \mid \text{inright}(x_2) \Rightarrow \text{fst } e_2 \text{ end} \\
\text{and } (\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end}) \Rightarrow \text{and } e_1 \mid \text{inright}(x_2) \Rightarrow \text{and } e_2 \text{ end} \\
\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow \text{and } e_1 \mid \text{inright}(x_2) \Rightarrow \text{and } e_2 \text{ end} 
\end{align*}
\]

\[\text{Static projections:} \]
\[
\begin{align*}
\text{case } e_0 \text{ of } \text{inleft}(x_1) & \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end} \\
& \Rightarrow \text{case } e_0 \text{ of } \text{inleft}(x_1) \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end} \\
& \Rightarrow \text{case } e_0 \text{ of } \text{inleft}(x_1) \Rightarrow e_1 \mid \text{inright}(x_2) \Rightarrow e_2 \text{ end} \\
\end{align*}
\]

write \(\text{tau}_1 \Rightarrow \text{tau}_2\) can be coerced into a static value

\[\lambda v. e@v\]

of type \(\text{tau}_1 \Rightarrow \text{tau}_2\) that will fit into a static context.

3.2 Coercions for products

A similar situation occurs for partially static values: whenever such a value occurs in a dynamic context, the value is dynamized, and conversely, whenever a partially static context receives a dynamic value, the context is dynamized as well. Let us consider pairs. A static pair \(p\) of type \(\text{d} \Rightarrow \text{d}\) can be coerced to

\[\text{pair}(\text{fst } p, \text{ snd } p)\]

which has type \(\text{d} \Rightarrow \text{d}\). A dynamic pair \(p\) of type \(\text{d}\) can be coerced to

\[\text{pair}(\text{fst } p, \text{ snd } p)\]

which has type \(\text{d} \Rightarrow \text{d}\).

For example, if the following expression occurs in a dynamic context

\[\text{fst } e\]

where \(e\) has type \(\text{d} \times \text{d}\), the result of binding-time analysis

\[\text{fst } e\]

where \(e\) has type \(\text{d}\). If we eta-expand the result, it will read:

\[\text{fst} \ (\text{pair}(\text{fst } e, \text{ snd } e)).\]

This term has type \(\text{d}\), which matches the type of its context, and the partially static pair \(e\) remains partially static, thanks to the coercion.

Conversely, if the value of two expressions \(e\) (of type \(\text{d}\)) and \(e'\) (of type \(\text{d} \times \text{d}\)) can occur in the same context, binding-time analysis classifies \(e'\) to be dynamic and, as a byproduct, dynamizes this context. Again, \(e\) could be eta-expanded to read

\[\text{pair}(\text{fst } e, \text{ snd } e)\].

This term has type \(\text{d} \times \text{d}\), which avoids to dynamize the context and thus makes it possible to keep \(e'\) a static pair, thanks to the coercion.

3.3 Coercions for disjoint sums

The same coercions apply to disjoint sums. In the following, we give two examples of how The Trick can be achieved by eta-expansion in the presence of our new rules for binding-time analysis and transformation of case-expressions.

3.3.1 Static injection in a dynamic context

The following expression is partially evaluated in a context where \(f\) is dynamic.

\[(\lambda v. f@((\text{case } v \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{ end}@v)@\text{inleft}(10))\]
Assume this $\beta$-redex will be reduced. Notice that $v$ occurs twice: once as the test part of a case expression, and once as the argument of the application of $f$ to the case expression. Since $f$ is dynamic, its application is dynamic, and the application of that expression is dynamic as well. Thus the binding-time analysis classifies $v$ to be dynamic since it occurs in a dynamic context, and in turn both the case expression and $\text{inleft}(10)$ are also classified as dynamic. Overall, binding-time analysis yields the following two-level term.

$$(\lambda v. f \circ (\text{case } v \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \oplus v) \circ \text{inleft}(10)$$

In this term, $f$ has type $d$ and $v$ also has type $d$.

After specialization (i.e., reduction of static expressions and reconstruction of dynamic expressions), the residual term reads as follows.

$f \circ (\text{case } \text{inleft}(10) \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \oplus \text{inleft}(10)$

The fact that $\text{inleft}(10)$, a partially static value, occurs in the dynamic context $f \circ (\text{case } v \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \oplus \cdot$ "pollutes" its occurrence in the potentially static context case $\cdot$ of $\text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}$, so that neither is reduced statically.

NB: Since $v$ is dynamic and occurs twice, a cautious binding-time analysis would reclassify the outer application to be dynamic: there is usually no point in duplicating residual code. In that case, the expression is totally dynamic and so is not simplified at all.

In this situation, a binding-time improvement is possible since $\text{inleft}(10)$ will occur in a dynamic context. We can coerce this occurrence by eta-expanding the dynamic context (the eta-redex is boxed).

$$(\lambda v. f \circ (\text{case } v \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \oplus v) \circ \text{inleft}(10)$$

Binding-time analysis now yields the following two-level term.

$$(\lambda v. f \circ (\text{case } v \text{ of } \text{inleft}(a) \Rightarrow a + 20 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \oplus v) \circ \text{inleft}(10)$$

Here, $v$ is not approximated to be dynamic: it has the type Int + $t$, for some $t$.

Specialization yields the residual term

$$f \circ \text{inleft}(10)$$

which is more reduced statically.

Let us now illustrate the dual case, where a dynamic injection in a potentially static context dynamizes this context.

### 3.3.2 Dynamic injection in a static context

The following expression is partially evaluated in a context where $d$ is dynamic.

$$\lambda f \ldots f \circ d \ldots f \circ \text{inleft}(\lambda x.x) \ldots$$

$$(\lambda v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a \oplus 10 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \circ \cdot$$

Assume this $\beta$-redex will be reduced. Notice that $f$ occurs twice: it is applied both to a static value and to a dynamic value. A monovariant binding-time analysis (see Figures 3, 4, and 5) thus would approximate its argument to be dynamic and would yield the following two-level term.

$$(\lambda f \ldots f \circ d \ldots f \circ \text{inleft}(\lambda x.x) \ldots$$

$$(\lambda v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a \oplus 10 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \circ \cdot$$

In this term, $f$ has type $d$.

Specialization yields the following residual term.

$$\ldots (\lambda v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a \oplus 10 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \circ d$$

$$\ldots (\lambda v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a \oplus 10 \mid \text{inright}(b) \Rightarrow \ldots \text{end}) \circ \text{inleft}(\lambda x.x)$$

$$\ldots$$

The fact that $d$, a dynamic value, occurs in the potentially static context $f \circ \cdot$ "dynamizes" this context, which in turn, dynamizes $\text{inleft}(\lambda x.x)$.

In this situation, a binding-time improvement is possible to make $\text{inleft}(\lambda x.x)$ occur in a static context always. We can coerce the bother-
ing occurrence of \( d \) by eta-expanding it (the eta-redex is boxed).

\[ \lambda f. \ldots \]
\[ f \@ \text{case } d \text{ of } \text{inleft}(a) \Rightarrow \text{inleft}(a) \| \text{inright}(b) \Rightarrow \text{inright}(b) \text{ end} \]
\[ \ldots \]
\[ f @ \text{inleft}(\lambda x.x) \]
\[ \ldots \]
\[ \exists v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a @ 10 \| \text{inright}(b) \Rightarrow \ldots \text{ end} \]

This eta-expansion does The Trick. Even though \( d \) is not statically known, its type tells us that it is either some dynamic value \( a \) or some dynamic value \( b \). Program specialization automatically plugs these values into the enclosing context (see Figure 7).

But this is not enough because now \( \lambda x.x \) will be dynamized by the newly introduced occurrence of \( a \). Indeed, binding-time analysis yields the following two-level term.

\[ \lambda f. \ldots \]
\[ f \@ \text{case } d \text{ of } \text{inleft}(a) \Rightarrow \text{inleft}(\lambda x.a @ 10) \| \text{inright}(b) \Rightarrow \text{inright}(b) \text{ end} \]
\[ \ldots \]
\[ f @ \text{inleft}(\lambda x.x) \]
\[ \ldots \]
\[ \exists v. \text{case } v \text{ of } \text{inleft}(a) \Rightarrow a @ 10 \| \text{inright}(b) \Rightarrow \ldots \text{ end} \]

In this term, \( f \) has type \( \langle d \rightarrow d \rangle + t \rightarrow d \), for some \( t \). Thus neither \( \text{inleft}(\lambda x.x) \) nor \( \lambda x.x \) are approximated to be dynamic.

Specialization yields the following residual term.

\[ \ldots \]
\[ (\text{case } d \text{ of } \text{inleft}(a) \Rightarrow a @ 10 \| \text{inright}(b) \Rightarrow \ldots \text{ end}) \]
\[ \ldots \]
\[ 10 \]

This residual term is more reduced statically.

3.3.3 Conclusions

For functions, products, and disjoint sums, eta-redexes act as binding-time coercions. Also, as illustrated in the last example, they synergize. In particular, the first eta-expansion of Section 3.3.2 corresponds to applying The Trick. Even though \( d \) is unknown, its type tells us that it can be either some (dynamic) value \( a \) or \( b \). Program specialization automatically plugs these values into the surrounding context (see Figure 7).
4 Binding-Time Analysis with Eta-Expansion

In an earlier work [10], we proposed and proved the correctness of a binding-time analysis that generates binding-time coercions for higher-order values at points of conflict, instead of taking the conservative solution of dynamizing both values and contexts. We pointed out the analogous need for binding-time coercions for products, but did not present the corresponding binding-time analysis generating these binding-time coercions at points of conflict. This binding-time analysis can be obtained by extending the binding-time analysis of Figures 3, 4, and 5 with Figures 8 and 9.

Figure 8 displays two general eta-expansion rules. Intuitively, the two rules can be understood as being able (1) to coerce the binding-time type \( d \) to any type \( \tau \), and (2) to coerce any type \( \tau \) to the type \( d \).

Eta-expansion itself is defined in Figure 9. It is type-directed, and thus it can insert several embedded eta-redexes in a way that is reminiscent of Berger and Schwichtenberg’s normalization of \( \lambda \)-terms [3, 9].

With this new binding-time analysis, all the examples of Section 3 now specialize well without binding-time improvement. In particular, no tricks are required from the partial-evaluation user — they were a tell-tale of too coarse binding-time coercions in existing binding-time analyses.

5 Correctness

We now state and prove that our binding-time analysis is correct with respect to the operational semantics of 2-level \( \lambda \)-terms. The statement of correctness is taken from Palsberg [19] and Wand [24], who proved correctness of two other binding-time analyses. The proof techniques are well-known; we omit the details.

If \( w \) is a 2-level \( \lambda \)-term, then \( \widehat{w} \) denotes the underlying \( \lambda \)-term.

We first prove that if \( e \) can be annotated as \( w \), then so can \( \widehat{w} \). This enables us to simplify the statements and proofs of subsequent theorems.

Theorem 5.1 (Simplification) If \( A \vdash e : \tau \triangleright w \), then \( A \vdash \widehat{w} : \tau \triangleright w \).

Proof. By induction on the structure of the derivation of \( A \vdash e : \tau \triangleright w \).

We then prove subject reduction, using a substitution lemma.

Lemma 5.2 (Substitution)

If \( A \vdash \widehat{w} : \tau \triangleright w \) and \( A' \vdash \widehat{w}' : \tau' \triangleright w' \),
then \( A'' \vdash \widehat{w}'[\widehat{w}1/z] : \tau' \triangleright w'[w1/z] \),
where \( A \) and \( A'' \) agree on the free variables of \( e1 \), where \( A' \) and \( A'' \) agree on the free variables of \( e2 \) except \( z \), and where \( A'(z) = \tau \).

Proof. By induction on the structure of the derivation of \( A' \vdash \widehat{w}' : \tau' \triangleright w' \).
Next we prove that if a closed 2-level $\lambda$-term of type $d$ is reduced to normal form, then all the components of that normal form will be dynamic.

**Theorem 5.4 (Dynamic Normal Form)** Suppose $w$ is a 2-level $\lambda$-term in normal form, and suppose $A$ is an environment such that $A(x) = d$ for all $x$ in the domain of $A$. If $A \vdash w : d \triangleright w$, then all components of $w$ are dynamic.

**Proof.** By induction on the structure of the derivation of $A \vdash w : d \triangleright w$. $\square$

Finally, we prove that typability ensures that no "confusion" between static and dynamic will occur, for example as in $(\lambda x.e)\theta e_1$.

**Theorem 5.5 (No Confusion)** If $A \vdash w : \tau \triangleright w$, then the following "confused" terms do not occur in $w$.

\begin{align*}
(\lambda x.e)\theta e_1 \\
(\lambda x.e)\gamma e_1 \\
\text{let } \text{pair}(e_1, e_2) \\
\text{let } \text{pair}(e_1, e_2) \\
\text{snd } \text{pair}(e_1, e_2) \\
\text{snd } \text{pair}(e_1, e_2) \\
\text{case } \text{inleft}(e) \triangleright \text{inleft}(e_1) \Rightarrow e_1 < \text{inright}(e_2) \Rightarrow e_2 \text{ end} \\
\text{case } \text{inleft}(e) \triangleright \text{inleft}(e_1) \Rightarrow e_1 < \text{inright}(e_2) \Rightarrow e_2 \text{ end} \\
\text{case } \text{inright}(e) \triangleright \text{inleft}(e_1) \Rightarrow e_1 < \text{inright}(e_2) \Rightarrow e_2 \text{ end} \\
\text{case } \text{inright}(e) \triangleright \text{inleft}(e_1) \Rightarrow e_1 < \text{inright}(e_2) \Rightarrow e_2 \text{ end} \\
\end{align*}

**Proof.** Immediate. $\square$

Together, Theorems 5.1, 5.3, 5.4, and 5.5 guarantee that if we have derived $A \vdash e : d \triangleright w$, then we can start specialization of $w$ and know that

- if a normal form is reached, then all its components will be dynamic; and

- no confused terms will occur at any point.

We have thus established the correctness of a partial evaluator which automatically does The Trick. Notice that the correctness statement also holds without eta-expansion, i.e., for the partial evaluator specified in Section 2.

6 Assessment

The two new eta-expansion rules of Figure 8 unify and generalize our earlier treatment of eta-expansion [10], and they are a key part of our explanation of The Trick. Intuitively, the two rules make it possible (1) to coerce the binding-time type $d$ to any type $\tau$, and (2) to coerce any type $\tau$ to the type $d$. There is no direct rule, however, for coercing for example $d \rightarrow d$ to $d \rightarrow (d \rightarrow d)$. Such a rule seems to be definable using some notion of subtyping.

Our rules for eta-expansion remind of rules for inserting coercions in type systems with subtyping. The purpose of our rules, however, is not to change the type of a term to a supertype; two of our coercions can change the type of a term to any other type.

In Jones, Gomard, and Sestoft's textbook [16], using The Trick requires the partial-valuation user to collect static information under dynamic control (either by hand or by program analysis) and to rewrite the source program to exploit it. We represent this statically collected information as a disjoint sum.

Jones, Gomard, and Sestoft also restrict static values occurring in dynamic contexts to be of base type. Values are higher type are dynamized, thereby making their type a base type, namely dynamic. In contrast, the binding-time analysis of Section 4 provides a syntactic representation of binding-time coercions at higher type.

Finally, in contrast to our monovariant binding-time analysis, a polyvariant binding-time analysis associates several binding-time descriptions with each program point. Polyvariance obviates binding-time coercions, by generating several variants instead of coercing them into a single one. Experience, however, shows that polyvariance is expensive [1]. Moreover, our personal experience with Consl's partial evaluator Schism [6] shows that eta-expansion can speed up a polyvariant binding-time analysis by reducing the number of variants.

7 Conclusion

We have specified and proven the correctness of a partial evaluator for a $\lambda$-calculus with products and disjoint sums. The specialize moves static contexts across dynamic case expressions and the binding-time analysis accounts for this move (Section 2). We have demonstrated that in such a partial evaluator, eta-expansion for disjoint-sum values achieves The Trick
(Section 3). Our binding-time analysis automatically inserts binding-time coercions as eta-redexes (Section 4), and thus our partial evaluator both automates and unifies the binding-time improvements listed in Jones, Gamard, and Sestoft’s textbook [16, Chapter 12]. Future work includes finding an efficient algorithm for our new binding-time analysis.
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