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Abstract: This article investigates the potential impact of generative artificial intelligence, spe-
cifically OpenAl's GPT, on the field of biblical studies, particularly biblical Hebrew. The study
is divided into three main categories: (1) knowledge retrieval or language understanding, (2) gen-
erative modeling or creative problem solving, and (3) command interpretation or query parsing.
Experiments are conducted using OpenAl's GPT, the ETCBC's BHSA dataset, and Text-Fabric
Python libraries. Results demonstrate GPT's limitations and proficiencies in biblical Hebrew and
its capacity to employ its proficiencies creatively in problem-solving scenarios involving multi-
faceted forms of reasoning. The study concludes that understanding the capabilities and potential
trajectories of these technologies is vital for biblical Hebrew scholarship, as they already possess
the capacity to disrupt established scholarly norms and democratize access to advanced tools.
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Introduction

It would be remiss not to acknowledge the staggering pace at which the technological landscape is
evolving. The swift ascent of generative artificial intelligence in recent months has elicited reactions
and prognostications of equal magnitude. As the rapidity of this technological revolution increases,
forecasts suggest unprecedented levels of disruption in technology and economics. A report by Gold-
man Sachs, “The Potentially Large Effects of Artificial Intelligence on Economic Growth,” antici-
pates Al automation could result in the loss of nearly 300 million jobs in the not-too-distant future.'
Consequently, some industry leaders, disconcerted by the rapid advancement of Large Language
Models (LLMs), are advocating for a temporary halt on what they term "Giant Al Experiments."?
Yet, amidst this climate of uncertainty, opportunists eagerly envision a new horizon of possibilities.
Indeed, such rapid transformation invites a reconsideration of the wisdom of Qohelet: "There is noth-
ing new under the sun."

Regardless of the eventual ramifications of Al, it is undeniable that this technology holds significant
potential across a broad range of fields. Of note is the fact that recent advancements in Natural Lan-
guage Processing (NLP) models have paved the way for novel explorations in linguistics and statis-
tical analysis of various corpora. This includes the study of ancient languages, given that LLMs such
as OpenAl's GPT — the technology that powers ChatGPT — have been trained on these. This article
poses the question: how might this swiftly evolving technology impact the field of biblical studies,

' "Generative Al Could Raise Global GDP by 7%," April 5, 2023, https://www.goldmansachs.com/intelli-
gence/pages/generative-ai-could-raise-global-gdp-by-7-percent.html.

2 Future of Life Institute, "Pause Giant AI Experiments: An Open Letter," March 22, 2023, https:/futureof-
life.org/open-letter/pause-giant-ai-experiments/.
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particularly biblical Hebrew? Our underlying experiments aim to shed light on the potential
contributions of contemporary technological advancements to the study of biblical Hebrew.

Our experimentation aligns with three main categories, each reflecting different capabilities of
OpenAl's Generative Pre-trained Al (GPT) relevant to the diverse field of biblical studies. Although
there is a certain degree of overlap among these categories, they are designed to evaluate distinct
aspects of NLP AIl. Specifically, the areas examined are (1) knowledge retrieval or language
understanding, (2) generative modeling or creative problem solving, and (3) command interpretation
or query parsing.

1. Knowledge Retrieval or Language Understanding: This facet explores GPT's capacity to tap
into its pre-trained knowledge reservoir pertinent to specific topics — in our case, those topics
germane to biblical exegesis and hermeneutics. From an exegetical standpoint, we scrutinize the
Al's competence in responding to inquiries regarding ancient Hebrew syntax, grammar, and the
content of the Hebrew Bible. Hermeneutically, we challenge the model to deliver interpretations
in line with prescribed frameworks.

2. Generative Modeling or Creative Problem Solving: This set of experiments delves into the Al's
creative problem-solving and generative modeling capabilities through tasks such as filling
simulated and actual lacunae in ancient documents and integrating disparate passages of ancient
Hebrew literature into a single coherent narrative. Given that generative models in Al are
designed to generate new content bearing a statistical structure akin to the data they were trained
on, GPT is anticipated to exhibit proficiency in this realm.

3. Command Interpretation or Query Parsing: The final series of experiments assess GPT's ability
to interact with Text-Fabric and the BHSA, examining its proficiency in command
interpretation. Essentially, we evaluate the model's capability to understand and respond to
high-technical plain language prompts by translating them into efficient Python queries.
Considering GPT's well-documented proficiency in generating effective and accurate code
across various domains, this is another sphere where GPT (specifically GPT-4) is expected to
excel.

Use of Technology

Prior to delving into the experimentation, it is imperative to establish a foundational understanding
of the tools utilized in the forthcoming analyses. The experimental exploration pertains to the
employment of OpenAl's Generative Pre-trained Al, the ETCBC's BHSA dataset, and Text-Fabric
Python libraries.

1. GPT: OpenAl's Generative Pretrained Transformer (GPT) is a technology in the realm of
natural language processing and artificial intelligence. Built on the principle of transformers,
GPT models process words in relation to all other words in a sentence, regardless of their
respective positions. This diverges from traditional language models that process words
sequentially. Through an approach called unsupervised learning, these models are trained on
vast amounts of data, enabling them to generate human-like text (and other reasoning abilities)
by predicting what word should logically follow a given input. GPT's prowess lies not only in
its language generation capabilities but also in its ability to understand context, nuance, and
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even perform tasks such as coding, translation, summarization, and (increasingly) creative
problem-solving.?

2. BHSA: The Eep Talstra Centre for Bible and Computer (ETCBC) Biblical Hebrew Syntax
(BHSA) dataset is a comprehensive resource for scholars studying the Hebrew Bible. This
dataset is notable for its extensive linguistic annotations and syntactic structuring of the entire
Hebrew Bible, allowing for in-depth computational research. Each word in the BHSA dataset
is encoded with an array of linguistic features, including morphological, lexical, syntactical,
and semantic attributes, to name a few. It also includes clause and phrase segmentation and
constituent analysis, offering researchers a multi-faceted resource for exploring biblical
Hebrew on a granular level.*

3. The Text-Fabric (TF) Python library is a powerful tool for navigating, querying, and analyzing
text datasets like the BHSA. Designed with the challenges of handling large, complex datasets
in mind, TF provides an efficient and flexible way to interact with structured data. One of the
key features of Text-Fabric is its ability to query text using syntax, thereby offering a
comprehensive and nuanced approach to text analysis. It also permits the addition of new data
features, allowing scholars to annotate and customize datasets according to their research
needs. By creating a platform that is both robust and adaptable, Text-Fabric contributes to
more dynamic, innovative study in fields such as biblical studies, linguistics, and digital
humanities.’

Experiments

1. Knowledge Retrieval or Language Understanding

1.1 Appearance of the conjunction \ in Genesis 1?

As a preliminary test, we assessed GPT's pre-trained capabilities to parse the Hebrew Bible with a
straightforward prompt, “How many times is the conjunction ] used in the first chapter of Genesis?”
We leveraged GPT's API framework to address this prompt with various models and configurations.
Models spanning from versions 3.5 to 4 (as of May 24) were evaluated using temperature settings of
0 and 16. We excluded temperature settings greater than 1 from this analysis, as they frequently
resulted in hallucinatory or nonsensical responses.

Previous research has consistently demonstrated that GPT's performance is enhanced through
extended collaboration and techniques such as few-shot and follow-up prompting [source: OpenAl
Cookbook]. In alignment with this knowledge, we incorporated straightforward follow-up prompting

3 OpenAl, "GPT-4 Is OpenAI’s Most Advanced System, Producing Safer and More Useful Responses," n.d.,
accessed May 28, 2023.

4 ETCBC, "BHSA," accessed May 28, 2023, https://etcbc.github.io/bhsa/.

3> Dirk Roorda, "Text-Fabric," accessed May 28, 2023, https://annotation.github.io/text-fabric/tf/.

6 Changing the temperature setting affects the model such that lower temperature produce more predictable
or “accurate” results. Higher temperatures produce results that are more random or “creative.” For more in-
formation, this setting is explained in OpenAI’s GPT API documentation; cf. OpenAl, "API Reference: Cre-

ate Completion," OpenAl API Reference, accessed May 28, 2023, https://platform.openai.com/docs/api-ref-
erence/models.
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techniques in our experiments. The initial follow-up prompt seeks to verify the response with a simple
question, “Are you certain?” Subsequently, an additional prompt is introduced with the intent of
stimulating more systematic thought in the Al, potentially improving its response, “How many times

does the conjunction ™" appear in each verse of Genesis 1?” Lastly, to further probe GPT-4's
capabilities, we provided the Hebrew passage (in UTF-8 encoding) as a prompt for direct analysis.

Results:

Table 1. Responses and performance on the prompt: How many times is the
conjunction ) used in the first chapter of Genesis? (Correct: 101)

GPT Prompt |Certainty| Per Verse | Given Text
Model |Temp| Response |Response| Response Response Accuracy

3.5 0 29 29 35 1 NC, 2 NC,3NC
3.5 1 7 10 11 1 NC, 2 NC, 3 NC
3.5(0301) 0 7 10 29 1 NC, 2 NC, 3 NC
3.5(0301) 1 19 19 25 1 NC, 2 NC,3NC
4 (0314) 0 102 106 89 1 NC, 2 NC,3NC
4 (0314) 1 102 74 55 1 NC, 2 NC,3NC

1 NC, 2 NC,3NC, 4
4 (current) 0 102 106 62 30 NC

1 NC, 2 NC,3NC, 4
4 (current) 1 102 102 114 37 NC
C = correct, NC = not correct, PC = partially correct

Interpretation of Results:

The data presented in Table 1 requires minimal elaboration, as all models consistently fail to provide
an accurate answer. A salient observation, however, is the perceptible performance increase between
all iterations of version 3.5 and version 4. The responses of version 3.5 deviate significantly from the
expected count of 101. In contrast, version 4, at temperature settings of both 0 and 1, delivers
responses so close to the expected figure (102 instead of 101) that they could potentially be viewed
as statistical anomalies. Given this consistent proximity to the anticipated response, a more granular
examination should be pursued to identify the source of this discrepancy.

Another intriguing observation is GPT's susceptibility to an error often seen among students — an
inclination to second-guess initial responses. Much like a student's first response on an examination
often tends to be the most accurate, GPT-4's initial reaction to the prompt also appears more precise.
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Upon being challenged with the follow-up prompt, "Are you certain?" the model seemingly expresses
uncertainty and offers an alternate figure — one less accurate than the original. Further, inviting GPT
to analyze the actual text in UTF-8 triggers a dramatic reduction in accuracy. This may likely be
attributed to the model's tendency to "hallucinate" in the face of the unfamiliar or uncertain.

Given the substantial improvements witnessed between major version upgrades, it is reasonable to
expect that further experimentation with subsequent iterations may yield compelling results. For the
moment, GPT, on the merits of its pre-training alone, is not effective in analyzing basic features of
biblical Hebrew syntax.

1.2 Verbs in Jonah 17

The subsequent tests center around the prompt, "In the original Hebrew, how many verbs are there in
the first chapter of Jonah?" Similar to the previous evaluations, we engage models spanning versions
3.5 to 4, employing temperature settings of 0 and 1. These tests incorporate the same follow-up
prompting techniques outlined in Section 1.1.

Results:

Table 2. Responses and performance on the prompt: In the original Hebrew, how many
verbs are there in the first chapter of Jonah? (Correct 77)

GPT Prompt |Certainty| Per Verse |Given Text

Model |Temp| Response | Response| Response Response Accuracy
3.5 0 93 78 91 1 NC, 2 NC,3NC
3.5 1 102 106 137 1 NC, 2 NC,3NC
3.5(0301) 0 53 63 52 1 NC, 2 NC,3NC
3.5(0301) 1 122 70 54 1 NC, 2 NC,3NC
4 (0314) 0 69 64 64 1 NC, 2 NC,3NC
4 (0314) 1 69 61 54 1 NC, 2 NC,3NC
4 (current) 0 69 64 64 34 1 NC, 2 NC, 3NC,4 NC
4 (current) 1 65 65 70 35 1 NC, 2 NC,3NC,4NC

Interpretation of Results:

7 Jonah was chosen for the following experiments because of its narrative framework, simplistic language,
and minimal word count (which is an important consideration when concerning the token limitations of cer-
tain GPT models).
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Once more, GPT's performance falls short, failing to render the correct response (77) across all
models and temperature settings. Curiously, the closest approximation to the actual figure is generated
by the second prompt of version 3.5. However, given the discrepancy in surrounding figures, this can
likely be attributed to mere coincidence. The responses exhibit considerable variation across all tests,
and in alignment with previous observations, when provided with the original Hebrew text, GPT-4
still fails to ascertain the correct figure. In light of these results, the initial conclusion stands unaltered:
relying solely on its pre-training, GPT does not effectively analyze fundamental aspects of biblical
Hebrew syntax.

1.3 Finding a verbal root

The subsequent task, marginally more intricate than the previous, involves identifying all verbs
derived from a specific verbal root within a text. For this purpose, we continue with the book of Jonah,
selected due to its relatively limited length and vocabulary. We evaluate this through the prompt,
"Please find all verbs deriving from the verbal root 2V in the book of Jonah." The appropriate
response would indicate that there are three instances: the initial instance is in 4:4, followed by two
more in 4:9 (all of which are in the Hifil infinitive absolute form, 2p°'77). Unlike the previous
experiments, only one follow-up prompt is given, “Are you certain?” The model was not given the
entire text of Jonah for analysis due to token constraints.

Table 3. Responses and performance on the prompt: Please find all verbs
deriving from the verbal root 2" in the book of Jonah.

Prompt Certainty
GPT Model [Temp |Response Accuracy |Response Accuracy
35 0 |l:4:6,20m NC Apology, no verbs NC
35 1 |5: 4:6-7% NC 4: 1:14, 1:16, 3:9, 4:1-2%X NC
8: all NC, no
3.5(0301) 0 fref NC 8, all NC, no ref NC
3.5(0301) 1 |2:3:10,4:6 NC refused NC
4 (0314) 0 [l:44, 30D PC  |confirmed PC
4 (0314) 1 |l:44, 2000 PC 2:4:1,4 PC
4 (current) 0 [l:4:4, 3000 PC 1, 4:4, 2000 PC
2:4:4, 4.9,
4 (current) 1 YD PC 4:4:4,9, 10, 10 PC
*The exact response from the model: 1. Niy: - yetsimach - he caused to grow; 2. Mwn - mesuvah -
a plant that has grown up; 3. 127 - yakhan - he prepared; 4. 1123 - nakon - it was ready, prepared; 5.
N2’ - yikah - it struck, smote.
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*XThe exact response: 1. 2v" - yatav - he was pleased; 2. 2b™ - vayitov - and it was pleasing; 3. 2V

- yatav - he pleased; 4. 270™1 - vayitov - and he pleased.

Interpretation of Results:

It is intriguing that the model exhibits improved performance under these qualitatively more
challenging constraints, conditions which could arguably pose greater difficulty for a human analyst.
While version 3.5 fails comprehensively, succumbing to hallucination with every attempted response,
version 4 displays a degree of proficiency with morphology. Notably, GPT-4 renders the most
accurate response at a temperature setting of 1, identifying two instances (4:4 and 4:9). Although both
verse locations are correctly identified, the model misses accounting for two instances within the
second verse. Nevertheless, this represents GPT's first demonstration of some analytical capability
relating to biblical Hebrew syntax. Although currently inconsistent, further exploration with
upcoming models promises to yield more persuasive outcomes.

The following brief experiments (1.4 through 1.6) represent an intersection between categories 1 and
2, knowledge retrieval and generative modeling. Here GPT was prompted to provide interpretations
directed by the user such that a number of factors would need to be understood, interpreted, and
connected.

1.4 Directed interpretation: Justifying Jonah’s anger through decoloniality

The following exercise demonstrates GPT-4’s ability to interpret an esoteric and biased request from
the user. Decoloniality, the user’s desired outcome (justification of an opinion), the story of Jonah,
and economy of language (one paragraph requirement), all need to be parsed in order to competently
produce the desired result.

Prompt:

Considering the story of Jonah, in one paragraph, justify Jonah's actions from a decolonial
perspective.

Response:

From a decolonial perspective, Jonah's actions can be seen as an expression of resistance against the
oppressive power dynamics between the Israelites and the Assyrians. His initial refusal to go to
Nineveh and warn the people of their impending destruction can be understood as an attempt to
protect his own people's identity and dignity, as well as to resist the idea of engaging with their
oppressors in a way that might legitimize or humanize them. Jonah's reluctance to participate in the
potential redemption of the Assyrians can be seen as a form of self-preservation and an assertion of
his own people's agency in the face of a dominant and oppressive power. In this light, Jonah's
actions can be interpreted as a manifestation of the struggle for autonomy and self-determination
that is central to the decolonial project, highlighting the complexities and challenges of navigating
power dynamics and cultural differences in a world marked by historical injustices and inequalities.

Interpretation of Results:
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GPT-4 demonstrated remarkable performance in this case, delivering a nuanced and persuasive
interpretation that met each criterion outlined in the prompt. This is at once encouraging and
disconcerting. It is encouraging to witness the model's ability to apply interpretive techniques to a
text, thereby potentially assisting users in brainstorming and evaluating their own interpretations.
However, it is disquieting to observe how readily and effectively the model can—upon request—
validate a user's preconceived bias (e.g., “justify Jonah’s actions...””). While the bias justified in this
case may not be inherently harmful or concerning, it is worth noting that the model has been trained
to resist other attempts at promoting bias and misinformation. Nevertheless, the present circumstances
provide certain types of intellectual dishonesty with an unbridled platform.

1.5 Guided interpretation: Queer hermeneutics interpretation of the story of Jonah

This exercise is intended to explore GPT-4’s aptitude in deciphering a specialized request, yet this
time without any specific directive to affirm a particular bias. The model is presented with a specific
interpretative framework—queer hermeneutics—but the conclusions it draws within that framework
are entirely its own. In this instance, the Al must interpret and apply a niche field of literary study to
its understanding of the story of Jonah, all while adhering to the constraint of maintaining the response
within a single paragraph.

Prompt:

From the perspective of queer hermeneutics, provide a one-paragraph interpretation of the story of
Jonah.

Response:

From a queer hermeneutics perspective, the story of Jonah can be read as a narrative that challenges
traditional norms and expectations, both in terms of the characters' actions and the broader themes
of the story. Jonah, as a prophet, defies the conventional role assigned to him by attempting to avoid
God's command to go to Nineveh, thus subverting the expectations of obedience and submission
typically associated with prophetic figures. Additionally, the story's emphasis on God's mercy and
compassion towards the Ninevites, who were considered enemies and oppressors, disrupts the
binary opposition between "us" and "them," inviting readers to question and reevaluate their own
assumptions about identity, morality, and the boundaries between different groups of people. In this
way, the story of Jonah can be seen as a queer narrative that destabilizes established norms and
encourages a more inclusive and fluid understanding of human relationships, divine interactions,
and the transformative power of empathy and forgiveness.

Interpretation of Results:

In keeping with previous results, GPT-4 adeptly fulfills each facet of the prompt, demonstrating a
nuanced comprehension of the text and the designated hermeneutic. The task here was not to justify
a particular standpoint, but to interpret, with the only bias being that inherent in the provided
framework. Despite the well-documented tendencies of even the most advanced generative Al models
to exhibit hallucination or inadvertent misinformation, GPT-4 deftly addresses the request in these
last two experiments, delivering responses that are both logical and cogent.
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1.6 Guided interpretation: comparison and contrast

In a final test designed to further push the Al's capacities in (1) knowledge retrieval, (2) interpretation,
and (3) creative problem-solving, the model is tasked with comparing and contrasting the previously
discussed paragraphs. Notably, this is accomplished from memory, that is, the original texts are not
included in the prompt, thus increasing the complexity of the task.

Prompt:

In one paragraph, compare and contrast these different interpretations.

Response:

The decolonial and queer hermeneutics interpretations of the story of Jonah offer unique insights,
with the decolonial perspective focusing on Jonah's resistance to oppressive power dynamics
between the Israclites and the Assyrians, emphasizing the struggle for autonomy and self-
determination. In contrast, the queer hermeneutics interpretation reads the story as challenging
traditional norms and expectations, both in terms of Jonah's defiance of his prophetic role and the
broader themes of mercy and compassion towards the Ninevites, disrupting binary oppositions and
encouraging a more inclusive and fluid understanding of human relationships. While both
interpretations focus on the subversion of established norms and questioning of boundaries, the
decolonial perspective highlights resistance in the face of oppression, whereas the queer
hermeneutics interpretation emphasizes the destabilization of norms and the exploration of more
inclusive understandings of identity and relationships.

Interpretation of Results:

The preceding analysis should underscore that GPT-4 possesses formidable interpretive capabilities.
Although it is presently inadvisable to rely solely on the model's interpretations without subsequent
critical review, the potential advantages it offers to scholars engaged in biblical and literary
hermeneutics are evident.

2. Generative Modeling or Creative Problem Solving

2.1 Jonah Lacunae Experiment

LLMs, such as GPT, have text prediction as their foundational design and primary function. As such,
these models possess a particular aptitude for tasks such as reconstructing missing or lost text,
simulating alternative textual versions, calculating probabilities of textual variations, and
amalgamating textual fragments. Each of these proficiencies directly corresponds to the type of tasks
regularly undertaken by historians, archaeologists, and biblical exegetes, to name a few. The
following experiments merely scratch the surface of the exploration of these capabilities utilizing
readily accessible, non-specialized tools. Theoretically, the model's performance could be
significantly enhanced through direct training and optimization.

The initial experiment aims to evaluate the fundamental ability of GPT’s general pre-training to
predict text in ancient Hebrew. In this instance, lacunae were artificially created by removing 15% of
the text from Jonah 1, such that random clusters of one to three words were removed. All diacritical
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markings, references, and line breaks were likewise removed from the text, in an attempt to replicate
a scenario analogous to deciphering the Dead Sea Scrolls. The input text provided to GPT-4 was
configured as follows:

opn 1185 [3] Anby 2 hY 8Py A pn [2] HR 75 01 nRY nnR 12 nar HR [1] 937
DRnY 8125 N2 791 A0 I wwnn aRa [5] Renn et 7 [4] 1850 awewnn nnab mar
D'MHAN IR NAWRY nawn AR [7] 9o o0 5K [6] i Hon minn mn 1abn nwwnn
n1a0n N7 OR T 1M 0vhYn Dpnb on Y [9]w ovhan nr 1Hom PabR DX [8] ipym
D HRA NWYNT IR TAHR O [11] o1p 0773 75 An 15 9K Hann 27 [10] 39pM o7 20U
587 M5 19N 1 AR APIn MOHWA YT MY 1811125 [12] WK AR TaRI 811D
AT R TRIN 1A RI1A0 PR TNORDNA 10 WK 15 [14] K3 A730 POR KT A3 5y 5an [13]
DRI O°7 DR ARY WK R IR DAWA TIOR M AR MaY IR [15] 05K 9081 AnR oY
I 738510 10 DWIRA W D Iy DR AR vHR 1AR1 [16] 05T AR DWIRD IR AWaR
TR APoY TN 0 2 whyn o pawn 19 Ny [17] An vHR 1IRKRM 0AY TN D ANa RIN
025y A1 517an Yon HWa 3 IR YT 2 02HYn 0N pawvm o°n OR om nrw [18] orhr
IR M DR IRIPM DAOY WO TN 0 1 192 KD WA SR 2wnd [19] o'WaRA innm
MY NROM TWRD M ANKR " X1 0T 10OY 100 SR A WORD Waaa 17ari [20] HR M maR
MAM M AR [22] 09T AR DWIRM IR AP 00 TRYn [21] 000 58 10501 e nR Rpm
™71 ™ b nar

GPT-4 was subsequently instructed that each bracketed number represented an absence of text that
could range from one to three words in length. It was prompted to make predictions adhering to these
stipulations: (1) a temperature setting of zero should be employed, (2) it should rely exclusively on
its pre-training and the intrinsic context of the passage for predictions, without making reference to
similar documents, and (3) it should provide three predictions, spanning from most probable to least
probable. The outcomes are laid out in Table 4 below. C1P refers to the scenario wherein the most
probable choice was correct, C2P pertains to the second most probable choice, and C3P the third.
"Partial" denotes an instance where the prediction was partially correct, while NC indicates that none
of the predictions were accurate.

Table 4, produced by GPT-4 upon request following receipt of the key, represents the model’s
performance. With limited contextual information, the model was capable of accurately predicting
the absent text, across all three probabilities, 64% of the time. The most probable prediction was
accurate 50% of the time.

Table 4. GPT-4 generated table representing the model’s predictions, assessing the
accuracy of those predictions, and providing explanations for each.

No. Predictions Accuracy Key Explanation

1 ooRa /M /'n C2P mn The word i is often used to refer to God in
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the Old Testament.
-/ ohwry / s o .
The story of Jonah is tied to the city of
2 " Clp M1 INineveh, thus it was most probable.X
/ onpyr / ooy . .
In context, DNy (their evil) fits as Nineveh
3 ovywa C1P oMY |was known for its wickedness.
' As in first prediction, M is frequently used to
4 omoRn /' / mm C1p i refer to God in the Old Testament.
Given the context of the sea and Jonah fleeing,
5 Mmow / nrav / MR C1P IR IR (ship) was the most likely choice.
The phrase 79773 mA (great wind) is common
6 Mo / Apm / AN CIP AN lin biblical texts referring to a large storm.
Predicted 5173 correctly, but missed 0'a. The
7 723/ pM/ 9| Partial D3T3 |complete phrase means "great in the sea”.
' WK (each man) fits contextually with sailors on
8 wRo /D /wR crp YR the ship.
/ nnaRa/ o7a . L. . S
nmR2A (in the ship) is fitting considering the
9 aIRAV 2P IR lcontext of the scene on the ship.
Incorrect prediction, 7 (to him) was not
10 nRIp7 / nR5 /5% NC "R lpredicted.
K (call) fits contextually with the sailors
11 pyr/Soann /x| Crp RIP  lcalling out to their gods.
/3y / 1mpn O The phrase 1p7 "'m (to his friend) suits the
context of the sailors speaking amongst
12 many Clp TR fthemselves.
/ xwnn 53 / 51 Correctly predicted 77137, but missed mar 5y
(on Jonah), which would specify the lot fell on
13 DOMA| Partial 137 %Y Y W3A|onah.
115 (to us) fits contextually with the sailors
14 neR/nn /s crp 1% questioning Jonah.
Incorrect prediction, ™2y (Hebrew) was not
15 DIN/ IR/ IR NC MW predicted.
Incorrect prediction, 98 198" (they said to
16 Dnx/5/ 08 NC TOR 1I0RN him) was not predicted.
5wyl / nwya
/1 v/ ey . nwyi (we will do) fits contextually as the
17 awyn C1p WY1 sailors ask Jonah what to do.
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) Incorrect prediction, "1RW (lift me up) was not
18 e WAISNRYY NC MRV |oredicted.

) 2"WnY (to return) was the least probable choice,
19 |2wn%/ w5/ md C3P WY |but turned out to be correct.

Incorrect prediction, X3 (please) was not
20 Row/1m /5% NC Rl predicted.

Incorrect prediction, 071 7Y~ (the sea stood)
21 [opwn/ 5Tm/ vpwn NC R TIPM lwas not predicted.

R is a direct object marker in Hebrew, fitting
22 a/5/n8  cip R in this context.

Most probable prediction correct = C1P; second most probable = C2P; third = C3P; partially correct = Partial;
not correct = NC.

X It is important to note that these explanations were generated in the same prompt that generated the table. As
such, they are separated one prompt from the initial predictions. For this reason, their validity should be
questioned. The mention here of Jonah and the relevancy of Nineveh to that story seems to indicate that the
model provided the explanations as an “afterthought.”

Interpretation of Results:

These results showcase an area in which generative Al has a distinctive qualification. The most
fundamental function of these models is the generation of text based on statistical predictions—a
function arguably mirrored by scholars who deal with the lacunae of ancient texts, albeit with a given
degree of knowledge and contextual understanding. However, GPT-4 has access to a far more
extensive body of knowledge and broader scope of training than what a human researcher could
possibly amass, and this underscores the significant potential of the technology to augment
scholarship in these fields.

To further refine and better understand the results of this experiment, additional investigation is
recommended that: (1) probes into the peculiar correct prediction by the Al of 'Nineveh', a proper
noun, which does not appear elsewhere in the provided text (though the occurrence of the name 'Jonah'
may hint at its presence), (2) investigates and quantifies the variation in outcomes with different
temperature settings, and (3) replicates the experiment with an expanded context (for instance,
inclusion of chapters 3 and 4 from the Book of Jonah to provide additional relevant context,
maintaining the same principle of removing 15% of the text).

2.2 Authentic Lacunae Experiment: DSS, 40394 3-7 i

How might the pre-training of GPT-4 fare under more challenging and practical textual
reconstruction circumstances? To examine these capacities (albeit without specific training or
context), a transcription of a Dead Sea Scrolls (DSS) fragment was selected for analysis:
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4Q394 3-7i®

[*927 nepln onw 5[ ] 11™a7 nepn mHR

[ 15 o5[121 oawin uln[i]R KW owyn[n]
[o..nonwou]np[rnmnd [ ] oo,
[512R5 PRI MK oo on| nIR na o[t ]yam
[nROMAA Nt 5 Jw pnd 8125 pr1 ] anan] e

[NR 720 .. m nwim] "3 n[mr] ohwan onw

(AR D .. mAa]wpao] [ onnar awa

[D'7nar oAw o awin UMKk} 030 nar 5Y1onar pana
[nar nman 5y axi] POR now n[o R0 RY[ ks
[2102] a81 075 orn MK omanw [on]hwn

[*32% 2 on]a 1 ora awam oabnn ap [nHar: nnjannw
[1vr] ®Hw Swa M 9372 7' R [o]iman

NROMAA NNA DAY Y ar1 Y oya nR o[ ]8on

[*'n] NR 7T MK D[R] HOIRM AMIKR 100 MR VMYn
oo M wawn n[a]wnb bR ,125 nronn

112570 Anva Sy A anon P R Hwa

Alongside this text, GPT-4 was provided with the following prompt, structured to facilitate the model
in approaching the task in a systematic manner:

I have a segment of ancient Hebrew text transcribed from the Dead Sea Scrolls. The transcription's
format follows the original fragment's layout, with brackets indicating missing sections, or
lacunae. The relative size and spacing of these brackets show the extent of the text lost. In some
lacunae, you will see suggested reconstructions by scholars, marking their best estimates of the
missing content. Note that a bracket's beginning or end could be within a word.

Given your expertise in ancient Hebrew and the provided text's internal context, could you please:

1. Suggest probable fill-ins for each blank lacuna. These should consider the required space
within the bracket.

2. Evaluate the scholars' proposed reconstructions for lacunae. Do you agree with their
suggestions, or could there be a more likely text?

3. Divide the results into lines, print the original line and its translation, and maintain the
brackets.

4. Print the lines with your predictions, maintaining the brackets.

8 Donald W. Parry and Emanuel Tov, eds., The Dead Sea Scrolls Reader, Texts Concerned with Religious
Law (Leiden ; Boston: Brill, 2004), 326.
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Response:

Original Text:

Line 1:
[*27 nep]n onw 5[ ] a7 nepn "R
"These are some of our words [ ] which are from [some of our words]."

Line 2:
[ 15y o5[12 oawin uln[a]r R owyn[n]
"[The] actions that we [are] think[ing and so on] about [ ]."

Line 3:
[o..nonwomu]n plT nman 5 A ] nano

"And purity of [ ] mount[ and the contribution of the] garden of [the gentiles that they are from . .
].ll

Line 4:
[D9985 PRy Mk oRnJom o[ N]R 13 ol ]yam
"And touch[ing] her, you [ ] them and prep[aring it and not to eat]."

Line 5:
[nxrOMA Nar 5 Jw pnb 85 R ] on(an] pn
"From the grain [of the] Gentiles [ and there isn't ] to create a place [ and upon the sin offering]."

Line 6:
[nR na o . . m nwim] *9aa n[mR] obwan onw
"That they are cooking [it] in a vessel [of copper and from . . bringing in it]."

Line 7:
[AmK& o .. ™ a]wa o ] oanar Jwa
"The meat of their sacrifices and [ | in help[ing and from . . bringing it]."

Line 8:
[o'nan onw ovawin umIR] 0™ nar S onar pana

"In the broth of their sacrifice and upon the sacrifice of the strangers [we think that they are sacrific-
ing]."

Line 9:
[mar nman 5p ax1] vHR nomw 'n[o I8N R[]0 OR
"To live[ Jthat she is[ like] water that has merited to him [and also upon the offering of a sacrifice]."”

Line 10:
[2102] a1 OPY ovn AmR o mInw [on]bwn
"The peace[offerings] that they lay daily and also [written]."

Line 11:
[*325 73 on]a 1 ora wam oabnn Ay [nYar: nnjannw
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"That the offering [is eaten] after the fats and the meat in the day and in the [heat because of the
children]."

Line 12:
[Pn] &5 Swa mra na7a 2'mnd R [o0]amon

"The priests [have] seen to be cautious about this matter because lest they [were]."

Line 13:
ARV NNA DAY SV a1 MY oyn N o7 ]RON
"Causing [the] people to sin and even upon the purification of the red heifer of the sin offering."

Line 14:
[*'n] R ArAM 70aR D[R] QORI MK 70 AR VMY

"The one who slaughters it and the one who burns it and the one who gathers [its] ashes and the one
who sprinkles [its water]."

Line 15:
oIav nrnd wawn n[a]mynd nhr 5125 nronn
"The sin offering for all these to be prepared [in] the sun to be pure."

Line 16:
125 %3 AR HY M nva Y RW Swa
"Because there should be purity from this on the unclean, because of the sons."

Predicted Translation:

I will follow this up with the predicted translation in the next message.

Response continued:

Here are the translations of the predicted text:
Predicted Text:

Line 1:
[Mnann a7 nepln onw 5[a 03% uniw] AT nepn oK

"These are some of our words [that we gave you in the] heart, which are from [some words of wis-
dom]."

Line 2:
[Aminn onen Sp a1 oawin uln[o]r ]w owyn[5an]
"[All] the deeds that we [are] think[ing and so on about the commandments of the Torah]."

Line 3:
[@3nn mnan onw om]n [T nman 5 p][n n wain] nano

"And purity of [the soul from the] evil [and the contribution of the] garden of [the Gentiles that they
are from the choicest of the species]."
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Line 4:
[D9985 PR MK oRAJOR oM [TINR ARMVA] D[R 73 DY

"And touch[ing] her, you [bring forth the impurity from within] them and prep[aring it and not to
eat]."

Line 5:
[nxrona nar 5 Jw pnb 8125 an ond prw ] on(an] pan

"From the grain [of the] Gentiles [ that they don't have Torah ] to create a place [ and upon the sin
offering]."

Line 6:
[nR 12 o nwina] 923 a[mR] obwan onw
"That they are cooking [it] in a vessel [of copper and from spreading in it]."

Line 7:
[AmR owrom A]va o n o'pma Rt oanar Jwa
"The meat of their sacrifices and from [removing from] them with help[ing and assisting it]."

Line 8&:
[D’ﬂ:m DAW DawvIn umx] D" nar 5}71 onar pona

"In the broth of their sacrifice and upon the sacrifice of the strangers [we think that they are sacrific-
ing]."

Line 9:
[mar nman 5p ax1] vHR notw nla IR0 RY[wnp Sw mn SR

"To live[lyhood of holiness] that she is[ like] water that has merited to him [and also upon the offer-
ing of a sacrifice]."

Line 10:
[A7ina 2ina] ax1 orh orn AmR onanw [on]ben
"The peac[e offerings] that they place it from day to day and also [it is written in the Torah]."

Line 11:
[58w 2125 2 on]ay ora awam oadnn ay [nYar: anjannw

"That the meal [offering is eaten] after the fats and the meat in the day and in the [heat because of
the children of Israel]."

Line 12:
[A7ina opon A RSW Swa nra na7a 2'mmd R [ov]iman

"The priests [have] seen to be cautious about this matter because lest they [were mistaken in the To-
rah]."

Line 13:
NNV NNA DAY SV a1 MY opn N o7 ]RON
"Causing [the] people to sin and even upon the purification of the red heifer of the sin offering."

Line 14:
[wIpnn n] IR MM 7088 D[R] q0IRA AMKR 9790 AMIR VMWYH
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"The one who slaughters it and the one who burns it and the one who gathers [its] ashes and the one
who sprinkles [its sanctification water]."

Line 15:
oIav nrnd wawn n[a]mynd nhr 5125 nronn

"The sin offering for all these to be prepared [in] the sun to be pure."

Line 16:
125 %3 AR HY M nva Y KW Swa
"Because there should be purity from this on the unclean, because of the sons."

For reference, the translation of the original by E. Qimron and J. Strugnell is provided below:

1. These are some of our rulings [ ] which are [some of the rulings according to]

2. [the] precepts (of the Torah) in accordance with [our opinion, and] all of them concern [ ]

3. and the purity of [the And concerning the sowed gifts of the] new wheat grains of

the [gentiles which they ]

4. and let their [ ] touch it and de[file it, and no one should eat]

5. any of the new wheat grains of t[he gen]tiles, [nor] should it be brought into the sanctuary. [And con-
cerning the sacrifice of the purification-offering]

6. that they cook in a [copper] vessel [and that they ] in it

7. the flesh of their sacrifices, and that they [ ] in the Temple court (?) [and that they] it

8. with the broth of their sacrifices. And concerning the sacrifice of the Gentiles: [we are of the opinion
that they] sacrifice

9. to the [ ] that it is like (a woman) who whored with him. [And concerning the cereal-offering] of the
sacrifice

10. of well-being which they (the opponents) leave over from one day to the following

one: but [it is written]

11. that the cereal-offer[ing is to be ea]ten after the suet and the flesh (are sacrificed), on the day when
they are sacri[ficed (i.e. before sunset). For the sons of]

12. the priest[s] should take care concerning this practice so as not to

13. cause the people to bear punishment. And concerning the purity-regulations of the cow of the purifi-
cation-offering (i.e. the red cow):

14. he who slaughters it and he who burns it and he who gathers its ashes and he who sprinkles the [wa-
ter of]

15. purification—it is at sun[se]t that all these become pure

16. so that the pure man may sprinkle upon the impure one. For the sons of®

Undeniably, the translation lacks the precision and subtlety that human scholarship can offer. Addi-
tionally, while the predictions are intriguing (and at times, amusing), they would not be accepted on
their own merit within the scholarly community dedicated to Dead Sea Scrolls studies. It is, however,
noteworthy that these predictions were generated without the advantage of an extensive, relevant
contextual corpus. Hypothetically, if GPT-4 were to incorporate the Dead Sea Scrolls corpus in an
annotated format (such as the ETCBC’s DSS dataset),'? this, alongside its pre-training, should yield
more remarkable results. Therefore, to evaluate the utility of GPT-4 (and subsequent versions) for
these specialized areas of scholarship, future experiments should be designed such that: (1) GPT-4,
or a later version, is trained on a relevant textual corpus pertaining to the text with the lacunae under

? Ibid., 327.
19 https://github.com/ETCBC/dss
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examination, and (2) results are aggregated and analyzed across various temperature settings and
multiple probabilities for each predicted text, and (3) optionally, the image parsing capabilities of the
model are utilized to examine and interpret high-resolution scans of the actual fragments.

2.3 Creating a coherent passage from two different passages

To further assess the creative problem-solving abilities of GPT-4, two passages from the Hebrew
Bible were randomly selected. For each passage, all diacritical markings have been removed, and no
consideration was given to where the text should terminate. Passage 1 is part of Deuteronomy 1:1-
13; passage 2 is part of Ruth 1:1-8. The AI was prompted to create a new, unique, and coherent
passage using only words from Passages 1 and 2.

Prompt:

Using only words from the two passages below, create a coherent text in the biblical Hebrew lan-
guage.
Passage 1:
1251 Dan a1 1R 1A 910 D10 1299 2TA3 770 93Pa DRI 92 HR nwn 12T WK 0MaT0 TR
TARI WM WY NWPA W DWAIRA M P13 WIR TV TYW 0 TIT 200 0P WY TAR 271 T 0Rm
WY WK MARA THN MO DR N7 AR DAYR IR M MR WK 922 SR 133 R nwn 12T wInd
NR IR WA DRIN ARIN PIRA 1TN 93P WITRI DONWYA 2WT WK wan Ton iy N pawna
™MART 97 IR D2Y WO 118 A1 903 NAw 025 27 KR 3913 10OKR 937 AR 0 KRS AN NN
"IN ART D99 973 970 730 T a5 PN PIR 01 §IN3) 23331 1YAWa1 902 1293 10w 53 O
oy onh nnb apy'™ prvh 0AnaRd 0TNARY MY YawI WK PAIRT OR W IR PIRA NKR D278
DI D231 020K 11397 D'IOR M DINKR NRW 735 HIx 85 90KRS X107 npa 025K 0K 0K
RWK 1712'R D2H 927 TWRD DINR T2 DAYA 498 DI D2HY 40° DINAR TOR M 219 DAY a0
IR P DWRI DR'WRI DI'AWY DY D3A1 D'AON DWIR DY 137 022 DIRWAY DM *TaY

Passage 2:

DWI 1732 73w INWRT RIT 2RI TR 05 AT onb nvan WR 9 PARa 2y i 0vawn vav Tt
DY P aRIN T IR AT ONY 0an onnaR (11931 nHnn 113 1w 0w npa INWR 0w TonhR WK
M7 DI OW1 A99Y NARD DY OPARA DW3 DAY IRW™ 7732 3W1 R IRWD 0PI WK 758 nnm
N5 R OPM AWRM TS WA AWK IRWM 11921 n1HNA DRI 03 1M 0 Twya ow 1awn
A0 WK DIPAN 1A RRM DAY 0AY [NY MY DR M TR 1 AR ATWA Apnw 1 armn Tvn awm
n"ab MWK MW 1135 053 TNWY MY nKRD AT PR DR 2WH 7173 M325m Any b e nnw
DYy DN'WY IWRD TON DINAY M AP INK

Response:

15 750 AT DNY Man WIR LIpIDA AR PRI ORI 53 HR 7277 ,nwn DR 937 WK 01981
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IPIDN PIRA OR WA IR PIRA NR 027389 NN ART ,3M3 00K 737 000K N0 L 0ONR PIRa

oYy ,D2WN LAY A DY P LOINR DY 0% nnb apy™ pnvy ,0nnaRy yaws M ,mabm
0™277 1OR .02% 937 TWRD 0INR 773N .00 0nY NNY 1Y DR TRA M OW AYAW 13 ,aRIN PR 1Y
009 IR M MR TR

The God who spoke to Moses spoke to all Israel in the land of the Amorites and the Canaanites. A
man from Bethlehem of Judah went to live in another land. YHWH our God spoke to us at Horeb,
saying, "I have set the land before you. Come and possess the land of the Canaanites and Lebanon,
which YHWH swore to Abraham, Isaac, and Jacob to give to them and to their descendants after
them." They were there in the days of the judges, with people who had ascended from Moab, for
they had heard that YHWH had remembered His people to give them bread. He will bless you as
He has spoken to you. These are the words that YHWH commanded for them.

Utilizing only the words found in Passages 1 and 2, GPT-4 successfully generated a unique and
largely coherent piece of text. Although the practical application of such a task may not be immedi-
ately evident, the outcome effectively demonstrates GPT-4's proficiency in Biblical Hebrew and its
capacity to employ it creatively in problem-solving scenarios involving multifaceted forms of rea-
soning.

3. Command interpretation or query parsing

Recognizing the current limitations of the model—particularly its inability to accurately interrogate
biblical Hebrew syntax solely based on its pre-training—GPT-4 was employed in conjunction with
top-tier linguistic tools, specifically the Hebrew Bible in the form of the BHSA dataset, and the Text-
Fabric Python library, to conduct the following experiments. As the forthcoming results will illustrate,
this combination of technologies yields accurate responses to high-level, plain-language queries that
would likely be of interest to scholars of biblical Hebrew.

3.1 In line with the 1.1 experiment, we prompt GPT-4 to compose a code snippet that leverages the
Text-Fabric Python library to query the BHSA dataset.

Prompt:

Please write a Python code snippet that uses the Text-Fabric Python library to query the BHSA and
count the number of occurrences of the "1" used as a conjunction in the first chapter of Genesis.

Response:

from tf.app import use

A = use('bhsa', hoist=globals())"

target_conjunction_lemma = "W"

! This portion of the code will be removed from all future code snippets.
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genesis 1 node = T.nodeFromSection(('Genesis"', 1))

# Get all the word nodes in the first chapter of Genesis
word_nodes = L.d(genesis_1_node, otype='word")

# Count the occurrences of the target conjunction Lemma
conjunction_count = 0
for word_node in word_nodes:
if F.sp.v(word_node) == 'conj' and F.lex.v(word_node) == target_conjunction_lemma:
conjunction_count += 1

print(f"The waw conjunction (lemma '{target_conjunction_lemma}') occurs {conjunction_count} times in
Genesis 1 according to the BHSA.")

Code Output:

The waw conjunction (lemma "W') occurs 101 times in Genesis 1 according to the BHSA.

Interpretation:

Since only a small body of text was queried, a manual count of the conjunctive “W” was sufficient
to confirm the accuracy of the code output. But it might be helpful to modify the code such that there
is a count for each of the 31 verses.

3.1a Prompting for further verification of conjunctive “W” count

Prompt:

Please modify this code such that the count is performed and reported for each of the 31 verses.
Print a table to illustrate this.

Response:

# Define the target conjunction Lemma
target_conjunction_lemma = "W"

# Get the node for the first chapter of Genesis
genesis_1 node = T.nodeFromSection(('Genesis"', 1))

# Get all the verse nodes in the first chapter of Genesis
verse_nodes = L.d(genesis_1 node, otype='verse')

# Print the table header
print(f"{'Verse':<10}{ 'Waw Conjunctions':<20}")
print(£"{'-'*10:<10}{"'-'*20:<20}")

# Count and print the occurrences of the target conjunction lemma for each verse
for verse_node in verse_nodes:
verse_label = T.sectionFromNode(verse_node, lang='en', lastSlot=False)
word_nodes = L.d(verse_node, otype='word")
conjunction_count = 0
for word_node in word_nodes:
if F.sp.v(word_node) == 'conj' and F.lex.v(word_node) == target_conjunction_lemma:
conjunction_count += 1
print(f"{verse_label:<10}{conjunction_count:<20}")

20
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Output: Error!?

Prompt:

An error was returned:

TypeError Traceback (most recent call last)

Cell In[7], line 26
24 if F.sp.v(word node) == 'conj' and F.lex.v(word node) == target conjunction lemma:
25 conjunction_count += 1

---> 26 print(f" {verse label:<10} {conjunction_count:<20}")

TypeError: unsupported format string passed to tuple.  format
Please correct the error and modify the code for the table such that there are 3 columns: verse, the

count, and a running count. Find a Python library that can output a simple table to clearly illustrate
this data.

Response:

from tf.app import use
from tabulate import tabulate

A = use('bhsa', hoist=globals())
target_conjunction_lemma = "W"

genesis 1 node = T.nodeFromSection(('Genesis"', 1))
verse_nodes = L.d(genesis_1 node, otype='verse')

table_data = []
running_count = @

for verse_node in verse_nodes:
verse_label = T.sectionFromNode(verse_node, lang='en', lastSlot=False)
verse_label_str = f"{verse_label[0]} {verse_label[1]}:{verse_label[2]}"
word_nodes = L.d(verse_node, otype='word")
conjunction_count = 0
for word_node in word_nodes:
if F.sp.v(word_node) == 'conj' and F.lex.v(word_node) == target_conjunction_lemma:
conjunction_count += 1
running_count += conjunction_count
table_data.append([verse_label_str, conjunction_count, running_count])

print(tabulate(table_data, headers=[‘Verse', 'Count', 'Running Count'], tablefmt='grid'))

12 In the course of these experiments, certain code occasionally produced errors. All of these were addressed
uniformly: the error was copied verbatim, without alteration, explanation, or contextualization, into a prompt
stating, “I received this error: [error message].” Subsequently, the model would diagnose its mistake and pro-
vide rectified code. On rare occasions where the code still malfunctioned, this process was reiterated until
successful execution was achieved. Notably, no user intervention was required during the error correction

process beyond relaying the error to the model—a process that could feasibly be automated.

21
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Code Output:

Table 5. Experiment 3.1a code generated table.

Verse Count Running Count
Genesis 1:1 1 1
Genesis 1:2 4 5
Genesis 1:3 2 7
Genesis 1:4 3 10
Genesis 1:5 4 14
Genesis 1:6 2 16
Genesis 1:7 4 20
Genesis 1:8 3 23
Genesis 1:9 3 26
Genesis 1:10 3 29
Genesis 1:11 2 31
Genesis 1:12 3 34
Genesis 1:13 2 36
Genesis 1:14 6 42
Genesis 1:15 2 44
Genesis 1:16 3 47
Genesis 1:17 1 48
Genesis 1:18 5 53
Genesis 1:19 2 55
Genesis 1:20 2 57
Genesis 1:21 4 61
Genesis 1:22 4 65
Genesis 1:23 2 67
Genesis 1:24 4 71
Genesis 1:25 4 75

22
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Genesis 1:26 6 81

Genesis 1:27 2 83

Genesis 1:28 8 91

Genesis 1:29 2 93

Genesis 1:30 4 97

Genesis 1:31 4 101

Note: this table is a representation following the exact structure of the table
produced by the code.

Interpretation:

When presented with this new task, the modified code produced by GPT-4 returned an error. By
merely copying and pasting the error message, the model was able to diagnose the issue and rectify
the code to ensure proper execution. Moreover, the model was given instructions that required an
additional layer of interpretation. With a hypothetical understanding of what the data might resemble,
the model was tasked with selecting a Python library that could present the results in a simple table.
The choice of the “tabulate” library and its subsequent inclusion in the code produced an ideal repre-
sentation.

The secondary objective of this code was to validate the earlier estimate from section 3.1. The results
offered an accurate tally that was verified by a manual count of the occurrences in each verse.

3.2 Pursuant to the 1.3 experiment, we prompt GPT-4 to produce another code snippet.

Prompt:

Please find all words deriving from the verbal root 2v° in the book of Jonah. Print out the reference
and the word for each.

Response:

lexeme = 'y’
words = [word for word in F.otype.s('word")
if lexeme in F.g_cons_utf8.v(word) and T.sectionFromNode(word)[@] == 'Jonah']

print(f"The lexeme 1u" occurs {len(words)} times in the book of Jonah.")

for word in words:
reference = T.sectionFromNode(word)

word_hebrew = F.g_word_utf8.v(word)
print(f'Reference: {reference}, Word: {word_hebrew}")

23



HIPHIL Novum vol 8 (2023), issue 2 http://hiphil.org

Code Output:

The lexeme 2V occurs 3 times in the book of Jonah.

.....

Reference: (‘Jonah', 4, 9), Word: 2p'n
Reference: (‘Jonah', 4, 9), Word: 2v°7]

Interpretation:

This output is correct. After an attempt that returned 0 results, GPT-4 was given a second prompt,
“That produced 0 results.” The model then arrived at a code snippet that accurately satisfied the
original prompt’s requirements.

This process of trial and error was occasionally required to effectively interface GPT-4 with Text-
Fabric. A solution would be to have the model ingest all documentation relating to Text-Fabric and
the BHSA dataset. Such a project is desirable but is outside of the scope of this introductory over-
view.

3.2a Expanding the experiment to encompass the whole of the BHSA dataset

Understanding that the model is able to build on the insights gained from the previous experiment
regarding the successful identification of words formed from a specific verbal root, we are able
broaden the scope of our inquiry to encompass all text within the BHSA. Additionally, we prompt
the model to produce a code snippet that incorporates a requirement for a verbal stem, yields conju-
gation data, and generates a visualization pertinent to the data, the choice of which is left to the Al's
discretion.

Prompt:

Can we run a modified search (of our last prompt) that counts every instance of the words derived
from that root, which are also in the Hifil stem? Include the reference, word, and conjugation data.
Additionally, create a visualization that effectively illustrates this data.

Response:

Certainly, for visualization, we could create a bar chart showing the distribution of the word in dif-
ferent books of the Bible. We will use the matplotlib library for this purpose.

Here is the updated code:

import matplotlib.pyplot as plt
lexeme = "au°'
words = [word for word in F.otype.s('word")
if lexeme in F.g_cons_utf8.v(word) and F.vs.v(word) == "hif']

print(f"The lexeme 1u" occurs {len(words)} times in the Hifil stem in the entire BHSA.")

24
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book_counts = Counter()

for word in words:

reference = T.sectionFromNode(word)
book_counts[reference[0]] += 1

word_hebrew = F.g_word_utf8.v(word)

stem = F.vs.v(word)

tense = F.vt.v(word)

person = F.ps.v(word)

gender = F.gn.v(word)

number = F.nu.v(word)

print(f"Reference: {reference}, Word: {word_hebrew}, Stem: {stem}, Tense: {tense}, Person: {per-

son}, Gender: {gender}, Number: {number}")

books = list(book_counts.keys())

counts = list(book_counts.values())
plt.figure(figsize=(10, 5))

plt.bar(books, counts)

plt.title('Occurrences of 2u' in Hifil stem in each book")
plt.xlabel( 'Books")

plt.ylabel('Occurrences")

plt.xticks(rotation=90)

plt.show()

Code Output:

The lexeme 2v* occurs 24 times in the Hifil stem in the entire BHSA.

Reference: (‘Genesis', 32, 13), Word: 2p°71, Stem: hif, Tense: infa, Person: unknown, Gender: unknown,
Number: unknown

Reference: ('Exodus', 1, 20), Word: 2v», Stem: hif, Tense: wayq, Person: p3, Gender: m, Number: sg
Reference: ('Deuteronomy’, 8, 16), Word: 7207, Stem: hif, Tense: infc, Person: unknown, Gender: un-
known, Number: unknown

Reference: (‘Deuteronomy’, 9, 21), Word: 2%, Stem: hif, Tense: infa, Person: unknown, Gender: un-
known, Number: unknown

Reference: ('Deuteronomy’, 13, 15), Word: 2p°i3, Stem: hif, Tense: infa, Person: unknown, Gender: un-
known, Number: unknown

Reference: ('Deuteronomy’, 17, 4), Word: 201, Stem: hif, Tense: infa, Person: unknown, Gender: un-
known, Number: unknown

Reference: ('Deuteronomy’, 19, 18), Word: 2pi1, Stem: hif, Tense: infa, Person: unknown, Gender: un-
known, Number: unknown

Reference: ('Deuteronomy', 27, 8), Word: 2v°73, Stem: hif, Tense: infa, Person: unknown, Gender: un-
known, Number: unknown

Reference: (‘Deuteronomy’, 30, 5), Word: 72077, Stem: hif, Tense: perf, Person: p3, Gender: m, Num-
ber: sg

Reference: ('1_Samuel', 20, 13), Word: 2", Stem: hif, Tense: impf, Person: p3, Gender: m, Number: sg
Reference: ('l_Samuel', 25, 31), Word: 2’73, Stem: hif, Tense: perf, Person: p3, Gender: m, Number: sg
Reference: ('1_Kings', 1, 47), Word: 20, Stem: hif, Tense: impf, Person: p3, Gender: m, Number: sg

25
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Reference: ('2_Kings', 9, 30), Word: 2v°n, Stem: hif, Tense: wayq, Person: p3, Gender: f, Number: sg
Reference: ('2_Kings', 11, 18), Word: 2971, Stem: hif, Tense: infa, Person: unknown, Gender: unknown,
Number: unknown

Reference: ('Isaiah’, 1, 17), Word: 2’7, Stem: hif, Tense: infa, Person: unknown, Gender: unknown,
Number: unknown

Reference: ('Jeremiah', 1, 12), Word: nav'i; Stem: hif, Tense: perf, Person: p2, Gender: m, Number: sg
Reference: (‘Jeremiah', 2, 33), Word: *av'n, Stem: hif, Tense: impf, Person: p2, Gender: f, Number: sg
Reference: (‘Jonah', 4, 4), Word: 207, Stem: hif, Tense: infa, Person: unknown, Gender: unknown,
Number: unknown

.....

.....

Number: unknown

Reference: ('Proverbs', 15, 13), Word: 2v”, Stem: hif, Tense: impf, Person: p3, Gender: m, Number: sg
Reference: ('Proverbs', 17, 22), Word: 2v», Stem: hif, Tense: impf, Person: p3, Gender: m, Number: sg
Reference: ('Proverbs', 30, 29), Word: *2v°n, Stem: hif, Tense: ptca, Person: unknown, Gender: m, Num-
ber: pl

Reference: (‘'Ruth', 3, 10), Word: nap'i; Stem: hif, Tense: perf, Person: p2, Gender: f, Number: sg

Occurrences of '0a in Hifil stem in each book
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Interpretation:

In this instance, GPT-4 adeptly modifies the preceding code to locate the specific features across the
entire BHSA dataset and makes an informed decision to generate a useful visualization of the data.
The code was flawlessly executed on the initial attempt. The success of this plain language approach,
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in the given context, enables the human researcher to transition from being a mere user to a collabo-
rator, actively contributing towards the research objective.

3.3 The AlefBet and the exploration word histories’’

Hebrew letters have their origins in the ancient Paleo-Hebrew script, which itself evolved from the
Phoenician alphabet, a Semitic system of writing that utilized pictographic symbols to represent
words. These pictograms held symbolic meanings and phonetic values. Over time, the Paleo-Hebrew
script evolved into the more abstract, standardized script we recognize as the Hebrew/Aramaic alpha-
bet today. Despite these changes, traces of the original pictographic meanings are preserved in the
names and shapes of some Hebrew letters. As such, the Hebrew alphabet not only serves as a linguis-
tic tool but also a historical artifact that provides a glimpse into the semantic, cultural, and visual
development of language in the ancient Near East.

The forthcoming experiment delves into how GPT-4 can assist a researcher in a multi-step process
designed to generate data conducive to investigating the historical development of Hebrew letters,
their names, and their Paleo-Hebrew counterparts. For the sake of brevity, the process steps are out-
lined instead of providing an exhaustive list of each prompt and response. Importantly, every step
of this process is conducted entirely as a “conversation” with GPT-4.

The initial step entailed requesting the Al to provide a list of Hebrew letters along with their names.
This elicited the following response:

,0 (T00) ,3 (1) ,0 (OR) ,2 (T7%) ,2 (92) ,»» (T1) ,© (AR) ,n (AM) ,T (71) 1 () ,7 (8D) , T (NFT) ,3 (OR°3) ,3 (13) & (AHR)
0 0m),w () 7 (W) ,p (91R) % (77Y) ,0 (88) ,p ()

Afterward, the site containing the ETCBC’s transcriptions (which are used by the BHSA) was shared
with the Al alongside instructions to transcribe the Hebrew consonants of the names.'* This produced
the following result:

>LP, BJT, GML, DLT, H>, WW, ZIN, XJT, VJT, JWD, KF, LMD, MM, NWN, SMK, <IN, P>, YDY, QWF, RJ#,
#IN, TW

The model was then tasked with writing code to find words related to these consonantal combinations,
to provide the lex and gloss for any words returned, and to add the Hebrew word and a count of
occurrences to the list. One hint was given: word lex0O=>LP lex* gloss*.!®

These instructions, with two instances of GPT-4 directed error correction, produced the following
code:
transliterations = [

“sLP", "BJIT", "GML", "DLT", "H>", "WW", "ZIN", "X3IT", "VIT", "JuD",
"KE", LMD", "MM", "NWN", “"SMK", "<IN", "P>", "YDY", "QWF", "RI#", "#IN", "TW"

13 Credit for the conception of this experiment belongs to Tim Nash, and the rough outline for its execution
to Dirk Roorda.

4 Tbid., Text-Fabric.

15 This hint was not strictly necessary as the model, through a process of trial and error, could determine the
right syntax. Moreover, future experiments that allow the model to ingest the necessary documentation
should produce more efficient and accurate code. The “hint” here is provided primarily for expediency.
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for transliteration in transliterations:
query = f''
word lex@={transliteration} lex gloss g_word_utf8

results = A.search(query, silent=True)

if results:

lex_node = results[0][0]

lex = F.lex.v(lex_node)

gloss = F.gloss.v(lex_node)

hebrew_text = F.g_word_utf8.v(lex_node)

print(f'{transliteration}: {lex} - {gloss}, Hebrew: {hebrew_text}, Count: {len(results)}')
else:

print(f'{transliteration}: Not found")

Code Output:

.....

BJT BJT/ house Hebrew ma, Count 2108
GML: GML/ - camel Hebrew: D”ml Count: 91
DLT: DLT/ - door, Hebrew: noT, Count: 87
H>: H> - behold, Hebrew: &, Count: 4

WW: WW/ - hook, Hebrew: Dj’]J Count: 13
ZJN: Not found

XJT: Not found

VIT: Not found

JWD: Not found

KF: Not found

LMD: LMD - learn, Hebrew: 75%n, Count: 92
MM: Not found

NWN: NWN/ - Nun, Hebrew: 133, Count: 30
SMK: SMK] - support, Hebrew: 1nano, Count: 48
<JN: <IN/ - eye, Hebrew: 02"2"p, Count: 896
P>: Not found

YDY: Not found

QWEF: Not found

RIJ#: Not found

#JN: Not found

TW: TW/ - mark, Hebrew: 11, Count: 3

While this is interesting, more could be added to illustrate the point. The model was subsequently
tasked with providing a list of the Paleo-Hebrew (Phoenician) pictograms in Unicode from its own

pre-training. This generated:

+ 9w Qﬂ 9¢ ’v ’7 90 9¥ ’7 ’\7 )L 3# ’1 ’® 9E 91 "-( ’a ,A ’,‘ ’9 ’4

Armed with this information, the model was next instructed to alter the preceding code to list the
Paleo-Hebrew pictograms alongside the corresponding letters of the Hebrew alphabet, ensuring that
the new fields were aligned with the relevant transliterated consonants. Ultimately, to enhance the
presentation of this data, the Al was also directed to generate a table of the results in HTML format.

The code produced from these instructions is as follows:

28
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transliterations = [
"SLP", "BIT", "GML", "DLT", "H>", "WW", "ZIN", "XJIT", "VIT", "JuD",
KEY, ULMD", UMMM, "NWN", "SMK", "<IN", "P>", "VDY", "QWF", "RI#", "HIN", "TW"

1
# Hebrew Lletters in order
hebrew_letters = [
"R, "at, "at, s, "pt, ™", """, "m", "u", "¢
"j") '“?" "n") "J") "U") "U") "9") "Y") "‘?") "T") "m") "ﬂ"

]

# Phoenician pictograms 1in order
phoenician_pictograms = [
2", "2", "2", "?2", "&2", "&2", "&", "&8", "B", "B", "', "@"

]

# Create DataFrame

df = pd.DataFrame(columns=["Pictogram", "Hebrew Letter", "Hebrew Word", "Lex", "Transcription",
"Gloss", "Count"])

data_list = []

for i, transliteration in enumerate(transliterations):
query = f''
word lex@={transliteration} lex gloss g word_utf8

results = A.search(query, silent=True)

hebrew_letter = hebrew_letters[i]
phoenician_pictogram = phoenician_pictograms[i]

if results:
lex_node = results[0][0]
lex = F.lex.v(lex_node)
gloss = F.gloss.v(lex_node)
hebrew_text = F.g_word_utf8.v(lex_node)
data_list.append({"Pictogram": phoenician_pictogram, "Hebrew Letter": hebrew_letter, "Hebrew
Word": hebrew_text, "Lex": lex, "Transcription": transliteration, "Gloss": gloss, "Count": len(re-
sults)})
else:
data_list.append({"Pictogram": phoenician_pictogram, "Hebrew Letter": hebrew_letter, "Hebrew
Word": None, "Lex": None, "Transcription": transliteration, "Gloss": None, "Count": @})

df = pd.concat([pd.DataFrame([i]) for i in data_list], ignore_index=True)

# Save DataFrame to HTML
df.to_html("output.html", index=False)

Code Output:

Table 6. Experiment 3.3 code generated table.

Pictogram | Hebrew Letter | Hebrew Word | Lex Transcription | Gloss Count
X N q'm >LP=/ | >LP thousand | 523

49 2 ma BJT/ BJT house 2108
1 3 o3 GML/ | GML camel |91

a I n‘y-r DLT/ | DLT door 87
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2 n R0 H> H> behold |4

| 3 oM WwW/ | WW hook 13
1 T None None | ZJN None 0

B n None None | XJT None 0

® o) None None VIT None 0

i ’ None None |[JWD None 0

> 9 None None KF None 0

‘ L 5 1@'_7@ LMD[ | LMD learn 92
7 n None None | MM None 0

i 1 Nk NWN/ | NWN Nun 30
¥ ° ¥gmlale SMK[ | SMK support | 48
(@) Y oY <IN/ <IN eye 896
7 5 None None | P> None 0
X ¥ None None YDY None 0
P D None None | QWF None 0

4 1 None None | RJ# None 0
w v None None | #IN None 0

f 3 n n TW/ ™ mark 3
Several fields returned no results, for which the Ai supplied the word “None.” This appears to be due to the
limits of the biblical Hebrew lexicon. While some of these words can be found in sister languages or even
Modern Hebrew (e.g., ZIN), they are not found in the BHSA. Therefore, no corresponding Hebrew word,
lex, nor gloss was returned.

Interpretation:

This experiment demonstrates how a scholar specializing in biblical Hebrew might conceptualize a
project and, via plain language prompts, meet the demands of each step (or the majority of steps)
utilizing GPT-4. Beyond the ease of use, the scholar stands to gain substantial time savings. For in-
stance, the process delineated above was completed in less than an hour. Here, the versatility of the
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model's "intelligence" is demonstrated through its interpretation of various requests and its engage-
ment across multiple domains of expertise. The capacity to fulfill such a broad range of tasks under-
scores the potential of GPT-4 as a powerful tool in the domain of academic research.

Conclusion
':wpwn nnp W2 PRI ARRY Rin nppwim nimy kn mawnn

Qohelet could not have envisaged the accumulation of advancements over centuries that could po-
tentially culminate in the realization of an Artificial General Intelligence (AGI).!” Engaging in hy-
perbole is difficult when discussing the prospects of an artificial entity capable of problem-solving
across domains traditionally believed to be exclusive to human intellect. This development undoubt-
edly introduces something “new.”

This cursory examination of the technology barely grazes the potential capabilities of this tool—
particularly within the niche field of biblical Hebrew studies. What it has achieved, however, is the
provision of an introduction to a toolkit that will inevitably pervade all domains in the future. The
coherence of the three categories of experiments—knowledge retrieval or language understanding,
generative modeling or creative problem solving, and command interpretation or query parsing—
highlights the potential of generative Al to contribute significantly to the field of biblical Hebrew
studies. Each category demonstrates a unique aspect of GPT’s capabilities in understanding, inter-
preting, and generating content related to biblical Hebrew while aligning these abilities with the di-
verse tasks typically undertaken by scholars in the field.

At this nascent stage, this technology already possesses the capacity to disrupt established scholarly
norms. The results of these experiments indicate that GPT, particularly in its more advanced itera-
tions, possesses the capacity to assist scholars in diverse areas of biblical study, from basic syntactic
analysis to more abstract hermeneutic tasks. Moreover, the integration of the model with best-in-class
tools such as Text-Fabric and the BHSA dataset, once restricted to those with specific expertise in
the intersection of digital humanities skills (e.g., ancient language and computer science), are now
accessible to more traditional scholars of biblical Hebrew who lack proficiency in even rudimentary
computer coding. The capacity to query these tools using plain language, by way of technologies such
as GPT, brings their immense feature sets into the purview of those who would most benefit. As the
printing press ushered in a new era of democratized knowledge and scholarship, it is plausible to
envision a future where generative Al could achieve similar feats. As the technology continues to
evolve, it is reasonable to expect even more impressive outcomes and applications in the realm of
biblical Hebrew studies.

Yet, even amidst this formidable landscape of the distinctly "new," the wisdom of Qohelet rings true.
While methods may evolve—and evolve dramatically—the human impulse towards curiosity and the

16 Eccl 1:9.

17 Relevantly, researches have observed “sparks” of AGI in the GPT-4 model; cf. Sébastien Bubeck et al.,
"Sparks of Artificial General Intelligence: Early Experiments with GPT-4," arXiv (2023):
http://arxiv.org/abs/2303.12712.
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quest for knowledge remains unchanged. Therefore, Qohelet's wisdom serves as a reminder that de-
spite changes in tools and methods, the pursuit of knowledge and understanding continues as an in-
trinsic aspect of the human endeavor. In that sense, there is indeed nothing new under the sun. This
interplay between ancient wisdom and contemporary technology emphasizes the continuity of human
intellectual pursuit, from the era of Qohelet to the era of Al
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