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Abstract

A corpus can be described as “[a] collection of texts assumed to be representative of a given language, dialect, or other
subset of a language, to be used for linguistic analysis” (Francis 1982). However, the concept of representativeness is
still surprisingly imprecise considering its acceptance as a central characteristic that distinguishes a corpus from any
other kind of collection (Seghiri 2008). In fact, there is no general agreement as to what the size of a corpus should
ideally be. In practice, however, “the size of a corpus tends to reflect the ease or difficulty of acquiring the material”
(Giouli/Piperidis 2002). For this reason, in this paper we will attempt to deal with this key question: we will focus
on the complex notion of representativeness and ideal size for ad hoc corpora, from both a theoretical and an applied
perspective and we will describe a computer application named ReCor that will be used to verify whether a sample of
legal contracts compiled might be considered representative from the quantitative point of view.

1. Introduction

Corpus-driven/based studies rely on the representativeness of each corpus as their true founda-
tion for producing valid results (cf. Biber et al. 1988: 246). However, according to Leech (1991:
2) the assumption of representativeness “must be regarded largely as an act of faith”. Actually, as
Tognini-Bonelli (2001: 57) stated “at present we have no means of ensuring it, or even evaluating
it objectively”. Unfortunately, faith and beliefs do not seem to ensure quality... For this reason,
in this paper we will attempt to deal with this key question: we will focus on the complex notion
of representativeness and ideal size for ad hoc corpora, from both a theoretical and an applied
perspective and we will describe a computer application named ReCor, version 2.5, that will be
used to verify whether a sample legal ad hoc corpus might be considered representative from the
quantitative point of view.

2. The Importance of Being Representative

Thousands of definitions have been provided as to what constitutes a corpus as the followings:
“[a] collection of texts assumed to be representative of a given language, dialect, or other subset
of a language to be used for linguistic analysis” (Francis 1982: 17); “a corpus is not simply a col-
lection of texts. Rather, a corpus seeks to represent a language or some part of a language” (Bib-
er et al. 1998); “a finite-sized body of machine-readable texts sampled in order to be maximal-
ly representative of the language variety under consideration” (McEnery/Wilson 2001 [1996]:
24), among others. However, despite the repeated reference to the quality of being representative
and so forth as distinguishing features of corpora as opposed to other kinds of textual collections,
there appears to be no consensus amongst the experts: “[t]he definition of representativeness is a
crucial point in the creation of a corpus, but is one of the most controversial aspects among spe-
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cialists, especially as regards the ambiguity inherent in its use due to the intermingling of quan-
titative and qualitative connotations” (CORIS/CODIS 2006).

3. Qualitative representativeness
Dealing with the first concept, quality, the root of the problem here may lie in the low quality of
the texts that are included if they come from sources that are insufficiently reliable (Gelbukh et al.
2002: 10). This obstacle can be solved by designing a system for gauging the quality of digital in-
formation (cf. Seghiri 2006: 89-95). So, firstly, it is vital to establish a set of clear design criteria
when compiling a corpus. We will illustrate this methodology by creating a corpus of travel insur-
ance contracts.! This corpus will be monolingual (Spanish), and diatopically restricted to Spain,
due to the large number of countries in which this language is spoken. It will be a comparable full-
text corpus because it will include complete contracts originally written in Spanish, all of them
downloaded from the web, so the corpus will be also electronic. Finally, as the corpus will only
include travel insurance contracts, it will be homogenous in genre and topic.

Once the set of design criteria is clear, a compilation protocol divided into four steps — (i) find-
ing data, (ii) downloading, (iii) formatting and (iv) storage — should be followed for the creation
of the ad hoc corpus:

The first step, finding data, will consist in searching relevant documents on the web. There are
two main types of searches that may be carried out online: institutional searches and thematic
searches. On the one hand, the institutional search is the one carried out on the web sites of inter-
national companies, organisations and institutions. The information one can find on these sites is
of a high standard of quality and reliability because the writers are specialists in the field. Con-
tracts on this topic have been mainly downloaded from web sites of Spanish insurance companies
such as MAPFRE, Ocaso, among others. A list of the main insurance companies in Spain can be
downloaded from the Spanish Association of Insurance Companies, named Asociacion Empre-
sarial del Seguro.? On the other hand, thematic search is normally carried out by using key word
searches on good search engines. There are many search engines on the Internet, like Google or
Yahoo, for instance. However, according to a great number of analysts (cfr. Radev et al. 2005),
Google is the best search engine in terms of the quality of search results. On this point, it is clear-
ly essential to establish descriptors (like travel insurance and contract) and using Boolean opera-
tors (like AND, OR), in order to avoid a large amount of irrelevant information to be returned. At
the same time, search engines (like Google) allow to restrict the finding to a specific domain. In
this case, it will be selected “pages from Spain” (.es) in order to filter pages from other English
spoken countries.

Once the Spanish contracts have been found, the second step is downloading data. This stage
can be carried out manually although, sometimes, it is possible to automate the task with pro-
grammes like BootCaT,? for instance, which allows downloading groups of contracts from a sin-
gle webpage.

During the third step, formatting, the wide variety of formats available on the web needs to be
considered: there is a noticeable predilection for HTML (.html) and PDF (.pdf) formats on the In-
ternet, but all these documents have to be converted to an ASCII or plain text format (.txt) in or-
der to be processed by any corpus management tool like WordSmith Tools* or Concordance,’ to

1 European consumers have the right to demand translations of this type of documents under the auspices of European
directives on insurance matters (92/49/EEC and 92/96/EEC). These directives recognize the right of the party taking
out insurance to receive the contract written not only in the official language of the member state where the agreement
is made, but also in a language which they may specify.

2 http://www.unespa.es/frontend/unespa/buscador_guia.php.

3 http://bootcat.sslmit.unibo.it.

4 http://www.lexically.net/wordsmith.

5 http://www.concordancesoftware.co.uk.
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name just a few, in accordance with the clean-text policy described by Sinclair (1991): “[t]he saf-
est policy is to keep to the text as it is, unprocessed and clean of any other codes”.

The conversion from any format to plain text is as easy as to copy the information and paste it
into a plain text document (.txt). For PDF format, Google allows the majority of PDF documents
to be seen in HTML, thereby permitting the same procedure — copy and paste — to be carried out.
When this is not possible, conversion programmes such as AbbyFine Reader® can be used.

The last stage is the storage of the data, and it consists of saving the documents that have been
downloaded, correctly identifying and arranging them. One possible way of doing this is through
the use of files and subfiles depending on the topic — travel insurance —, language — Spanish — and
formats — original format and plain text —. The texts have been automatically codified (cftr. Figure
1) with the programme Lupas Rename as follows: number (01), language (TO stands for “original
text”, and ES stands for “Spanish”) and genre (CO means “contract”).

Archivo Edicion Ver Favoritos Herramientas Ayuda
O Atrds ~ ? - Blsqueda | |[{; Carpetas E >
Carpetas x E J I J
(& Escritorio A - -
- _" "'_‘\\.,"‘ =1 I ‘f, Q.‘" ‘C.‘: 01TOESCO 02TOESCO
= I Spanish — v
3 |2 Original format J J
) T™XT - =

03TOESCO 04TOESCO

Figure 1. Storage data

In the study now under examination an ad hoc corpus of travel insurance contracts in Spanish was
compiled, with 92 documents and 901,869 words (tokens). Quality has been assured through a
set of clear design criteria and a compilation protocol divided into four steps. But, the quantity of
documents and words (tokens) is enough to cover the terms used in this topic and genre?

4. Quantitative representativeness

According to Lavid (2005), the size of the corpus is a decisive factor in determining whether the
sample is representative in relation to the needs of the translation. However, the concept of repre-
sentativeness is still surprisingly imprecise, especially if one considers its acceptance as a central
characteristic that distinguishes a corpus from any other kind of collection. However, many au-
thors state that there is no general agreement as to what the size of a corpus should ideally be and,
“[u]sually, the availability of material in the particular field of study determines the final size of
the corpus” (Giouli/Piperidis 2002).

4.1. Zipf’s law approach

There have been a great number of papers on the question of quantity as a criterion to reach rep-
resentativeness as well as suggested formulas for calculating a priori the minimum number of
words and documents necessary for a specialist corpus to be considered representative (cf. Heaps
1978; Biber 1988, 1990, 1993, 1994 and 1995; Leech 1991; Biber et al. 1998 and Yang et al. 1999
and 2002, amongst others). Most of these formulas are based on Zipf’s law. Zipf’s law is based on
the idea that all texts contain a number of words that are repeated, i.e., the total number of words
in any text is referred to as fokens, while the total number of distinct words, without counting rep-

6 http://www.abbyyeu.com.
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etitions, is known as fypes. If types are divided into tokens, the result will be the frequency of each
word in the corpus. Words may thereby be ordered according to their frequency with each word
being given a rank. The word with the highest frequency will occupy the first position on the list,
or rank one, with the other words following in descending order. Zipf stated that the higher the
rank number of a word the lower its frequency of occurrence in a text, since a higher rank number
indicates that the word is further down the list and therefore less frequent. In other words, there
is an inverse relationship between frequency and rank, i.e. frequency decreases as rank increases.
By using Zipf’s law, it is therefore, possible to establish that the number of occurrences of a word
or its frequency of occurrence — f(n) — is inversely proportional to its number on the list or rank
(n). According to this information, Zipf’s law can be expressed mathematically as follows

. 1/k*
f(k;s,N) = \/—
Z;'z:l ‘]'/n.

Figure 2. Zipf’s law

Zipf’s law can, therefore, give us an idea of the breadth of vocabulary used, but it is not limited to
a particular or approximate number because this will depend on how the constant is determined
(Braun 2005 [1996] and Carrasco Jiménez 2003: 3). Numerous studies have been based on the
law, but the conclusions they reach do not specify, even through the use of graphs, the number
of texts that are necessary to compile a corpus for a particular specialised field (Almahano Giieto
2002: 281). There have been many attempts to set the size, or at least establish a minimum number
of texts, from which a specialised corpus may be compiled. Some of the most important are those
put forward by Heaps (1978),” Young-Mi (1995) and Sanchez Pérez/Cantos Gémez (1997). How-
ever, subsequently some of these authors such as Cantos (cfr. Yang et al. 2000: 21) recognised
some shortcomings in these works, stating that “Heaps, Young-Mi and Sanchez and Cantos failed
by using regression techniques.® This might be attributed to their preference for Zipf’s law”.’

3.2. Minimum Size Recommendations

It is surprising to observe how, for many authors, no maximum or minimum number of texts,
or words, that a corpus should contain seems to exist (Sinclair 2004) and where an approximate
figure is proposed, many authors appear to take extreme positions. Thus, Sinclair (2004) con-
siders that ideally a corpus should be ‘big’, although the interpretation of this adjective remains
open to debate because no approximate figure is given. McEnery/Wilson (2006 [2000]), Bor-
ja-Albi (2000) and Ruiz Antén (2006) suggest that the ideal number of words that any corpus
should reach is around a million. Friedbichler/Friedbichler (2000) consider that a figure between
“500,000 and 5 million words per language (depending on the target field) will provide sample

7 Indeed, out of this work came the rule known as Heaps’ law. Both Zipf’s and Heaps’ laws are used to grasp the vari-
ability of corpora. Heaps’ law is an empirical law which examines the relationship between vocabulary size, or in other
words, the number of different words (types) and the total number of words in a text (tokens). In this way a sequential
increase of vocabulary in relation to text type can be observed. The programme ReCor has been validated using this law
(cf. Seghiri 2006: 399-403).

8 Simple linear and multiple linear are the most usual regression techniques used. The prototype situations that these
techniques are applied to consist primarily of a set of subjects or observations in which two variables, X and Y for in-
stance, can be measured. When the value of one of the variables, that of X for example, is known the technique is used
to predict the value of this subject in the variable Y. A detailed description of different regression techniques and their
applications can be found in Lorch/Myers (1990).

9 Conscious of these deficiencies, Yang et al. (2000) attempted to overcome them by taking a new approach: a math-
ematical tool capable of predicting the relationship between linguistic elements in a text (types) and the size of the
corpus (tokens). However, at the end of their study, the authors reflected on some of its limitations, “the critical problem
is, however, how to determine the value of tolerance error for positive predictions” (Yang et al. 2000: 30).
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evidence in 97 % of language queries”. Although it is the dream of many linguists to have gigan-
tic corpora of more than ten million words at their disposal to enable them to carry out studies on
general language (Wilkinson 2005: 6), it has been shown that smaller corpora give optimum re-
sults in specialised areas. In fact, an increasing number of researchers, such as Bowker and Pear-
son (2002: 48), stress that shorter text with “a few thousand and a few hundred thousand words”
are just as useful in the study of languages for specific purposes. Thus, Clear (1994) wrote an ar-
ticle: “I Can’t See the Sense in a Large Corpus”. Other authors have followed this same line of
thought and have emphasised that smaller corpora are extremely useful for sketching out specific
areas of a language (cfr. Murison-Bowie 1993: 50). Haan (1989, 1992) has given a detailed ac-
count of the success of a wide variety of analyses based on corpora that contain no more than
twenty thousand words. In different linguistic studies carried out using small corpora, Kock (1997
and 2001) also draws the conclusion that these collections (each containing 19 or 20 texts with
approximately one hundred thousand occurrences) are more than sufficient, taking into account
that “it is not necessary to have such large corpora if they are homogenous in terms of language
register, geographical area and historical time, for instance” (Kock 1997: 292). Biber (1995: 131)
reduces these figures still further and states that it is possible to represent practically the totality
of elements of a specific register with relatively few examples, one thousand words, and a small
number of texts belonging to this register, ten to be exact.

If these principles are applied to the particular case under examination here, it may be stated
that the ad hoc corpus on travel insurance contracts has been isolated with the objective of analys-
ing the language used by a very limited community, in a communicative situation that is very spe-
cific (the sale of an insurance for travelling) and with only one text type being represented (con-
tract), whose frequency in general language use is minimal. In addition, Bravo Gozalo/Fernandez
Nistal (1998: 216) add that size should be in relation to the purpose the corpus is going to be used
for. Since the corpus under examination has a very specific objective, its size could be even fur-
ther reduced, taking this consideration into account.

The fact that no consensus exists as to the number of documents and words that our final col-
lection should include has led us to the conclusion that, before carrying out any kind of analysis,
it is essential to ensure that the number of documents and words achieved is sufficient. However,
the ranges of figures that have been suggested differ widely and the proposed calculations are not
particularly reliable.'® In a previous study (cfr. Seghiri, 2006) we concluded that a possible solu-
tion may be to carry out an analysis of lexical density in relation to the increase in documentary
material included. In other words, if the ratio between the actual number of different words in a
text and the total number of words (types/tokens) is an indicator of lexical density or richness, it
may be possible to create an algorithm, called N-Cor, that can represent increases in the corpus
(C) on a document by document (d) basis, for example:

Cn=dl1+ d2+d3+...+dn

Figure 3. N-Cor Algorithm

Following from this, our starting point is the idea forwarded by Biber (1993) and subsequent-
ly endorsed in studies such as those by Sanchez Pérez/Cantos Gomez (1998) that the number of
types does not increase in proportion to the number of words the corpus contains, once a certain
number of texts has been achieved. This may make it possible to determine for the first time the
minimum size of a corpus a posteriori. With the help of graphs, it should be possible to establish
whether the corpus is representative and how many documents and words (tokens) are necessary
to achieve this. This theory has become a practical reality in the shape of a software application,

10 On this subject, see the study by Yang et al. (2000: 21) in which reference is made to the shortcomings of studies,
which until recently were considered valid, based on Zipf’s law.
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named ReCor, which enables accurate evaluation of corpus representativeness!!, as described in
the next section. The ReCor programme has been developed on the bases of the N-Cor algorithm
(cfr. Figure 3) which was patented in 2010 by the Spanish Patent and Trademark Office.!?

5. ReCor?2.5

ReCor is a software application which has been designed to facilitate the evaluation of representa-
tiveness of corpora in relation to their size. In this study we used version 2.5 of ReCor, which has
an improved capacity for working with multiple and very large files quickly and also allows lexi-
cal bundles to be identified on the basis of analysis of n-grams (n > 1 and n < 10) of the corpus.

Language

Spanish ® English
Reports
CORPUS files selection Browse
Group of words 2 ¥
Filters
Numbers Filter 8 Yes ) No
Input File (Words Filter) Browse
Files
Output File (Statistical Analysis) Browse
Qutput File (Alphabetical Order) Browse
Qutput File (Frequency) Browse

OK

Figure 4: The ReCor interface (English version).

The programme illustrates the level of representativeness of a corpus in a simple graph form,
which shows lines that grow exponentially at first and then stabilise as they approach zero." In
the first presentation of the corpus in graph form that the programme generates — Graphical Rep-
resentation A — the number of files selected is shown on the horizontal axis, while the vertical
axis shows the types/tokens ratio. The results of two different operations are shown, one with the
files ordered alphabetically (the red line), and the other with the files introduced at random (the
blue line). In this way the programme double-checks to verify that the order in which the texts
are introduced does not have repercussions for the representativeness of the corpus. Both opera-
tions show an exponential decrease as the number of texts selected increase. However, at the point
where both the red and blue lines stabilise, it is possible to state that the corpus is representative,
and at precisely this point it is possible to see how many texts and words (tokens) will produce
this result. At the same time another graph — Graphical Representation B — is generated in which
the number of tokens is shown on the horizontal axis. This graph can be used to determine the to-
tal number of words that should be set for the minimum size of the collection.

Once these steps have been taken, it is possible to check whether the number of Spanish con-
tracts compiled is sufficient to enable us to affirm that our corpus is representative (with 1-gram).

11 ReCor is an acronym derived from the function it was designed for: (checking) the representativeness of a given
corpus.

12 http://umapatent.uma.es/es/patent/metodo-para-la-determinacion-de-la-representa4b0.

13 It should be noted here that zero sometimes is unachievable because of the existence in the text of variables that are
impossible to control such as addresses, proper names or numbers, to name only some of the more frequently encoun-
tered.
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Figure 5. Representativeness of the Spanish corpus (1-gram).
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From the data shown in Figure 5 it is possible to deduce, according to Graph A (Estudio grafico
A), that the corpus begins to be representative from the point of the inclusion of 25 documents;
since the curve hardly varies either before or after this number, in other words this is the point
where the lines stabilise and are closest to zero. Graph B (Estudio grdfico B) shows the minimum
total number of words (tokens) necessary for the corpus to be considered representative, which in
this case is 300,000 words approximately (319,494 words exactly, cfr. Figure 7).

We can also check if the corpus is representative from 2 to 10 grams, in order to carry out col-
locational al phraseological studies. To illustrate this, we will check if the corpus is representative

with 2 grams (see Figure 6):

|4 Representatividad del Corpus . y

WEEE o | .
o

Estudio grafico A

0,70 1 0.70 1
085 | 005 |
o601 | 0.0 'I
0.55 { | 055 1|
0501 || 0501 |
oas4 || 045 ] |
o 040 o 0401
E‘ 035 | E 035
o3 { || 0,30 |
0.25 1 025
020 020
0.15 { 0.15
0,10 { ~. 0,10 {
0.05 | - G e 0,05 |
000 - : ; : ; ; ] ! : ; 0,00 +
o 10 20 30 40 50 a0 70 80 20 o

n® de documentos

l Orden alfabético — Orden al-aamriol

Figure 6. Representativeness of the Spanish corpus (2-grams).
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From the data shown in Figure 6 it is possible to state that, according to Graph A (Estudio gra-
fico A), the corpus begins to be representative (with 2-grams) from the point of the inclusion of
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52 documents; since the curve hardly varies either before or after this number. Graph B (Estudio
grafico B) shows the minimum total number of words (tokens) necessary for the corpus to be con-
sidered representative, which in this case is 500,000 words approximately (527,108 words exact-
ly, cft. Figure 8).

At the same time, three output files are created (in plain text and excel). The first output file,
Statistical Analysis, shows the results from two distinct analyses; firstly, with the files ordered al-
phabetically by name (see Figure 7 for 1-gram and Figure 9 for 2 grams) and secondly with the
files in random order (see Figure 8 for 1-gram and Figure 10 for 2 grams). The document that ap-
pears is structured into five columns which show the number of types, the number of tokens, the
ratio between the number of different words and the total number of words (types/tokens), the
number of words that appear at least one more time, i.e. one type plus one token (V1) and the
number of words that appear at least twice, i.e., one type plus two tokens (V2).

Archivo Edicién  Formate  Ver Ayuda
#Resultados ficheros orden alfabético

#Types Tokens Ty/To w1 V2

1012.0 2676.0 Q.27529925 6232 172

2822.0 18622.0 0.1515054 143232 487

2068.0 34853.0 0.0BBO2686 659 946

3077.0 49844.0 0.061732605 526 210

2219.0 B6l688.0 0.052181948 512 269

2B852.0 70634.0 0.054534644 Q07 373

4205.0 798632.0 0.0539048132 1163 444

4207 .0 89086.0 0.04834654 772 680

4207 .0 S980321.0 0.043935083 357 977

4397 .0 104284.0 0.042163707 429 762
4483.0 111515.0 0. 04020087 489 766
4565.0 122968.0 0.03712348 515 615
4567 .0 134425.0 0.0323974335 444 636
4947 .0 138858.0 0.035626322 722 666
49920 148622.0 0.023588566 714 677
5269.0 155285.0 0.02393116 891 710
5300.0 163064.0 0.022502577 580 859
5308.0 170617.0 0.021110616 674 6332
5313.0 178579.0 0.02975154 657 641
5732.0 281297.0 0.021120027 427 781
5941 .0 2BEBEB50.0 Q.02056777 422 781
5941.0 300303.0 0.019783352 422 730
e053.0 303979.0 0.01991256 519 720
B053.0 311532.0 0.019429786 519 715
8057 .0 319494.0 0. 018958103 518 718
8057 .0 332883.0 0. 018195583 518 449
8057 .0 342112.0 0.01L7704729 518 449
8057 .0 358332.0 0.016903318 5032 445
6057 .0 366294.0 O.016535897 499 444
G057.0 375240.0 0.01614167 222 672
G057.0 389552.0 0.015548631 205 686
6057.0 395805.0 0.015302991 202 689
6057.0 407649.0 0.014858371 193 697
6057.0 421038.0 0.014385875 193 697
6057.0 428817.0 0.014124907 191 599
6057.0 4322493.0 0.014004851 84 B804
G057.0 447484.0 0.013535679 82 775
6057.0 459328.0 0.013186655 82 766
G057.0 4732640.0 0.01278E192 B2 749
6057.0 4B2B632.0 0.012542931 B2 747
e0s7 .0 4943216.0 Q.01L2252296 B2 747
BO57.0 501547.0 0. 012076635 28 791
BO57.0 516504.0 0.011726918 2 B15
8057 .0 527961.0 0.011472438 o 817
8057 .0 532516.0 0.0113274306 o 556
8057 .0 547473.0 0.011063559 o 530
8057 .0 558930.0 0. 010836777 (o] 528

Figure 7. Statistical analysis ordered alphabetically (1-gram).
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#Resultado ficheros orden aleatorio -
2537.0 3 5641184 1259 475
3307.0 25166.0 0.13140745 1540 608
3518.0 39844.0 0.08820435% 939 925
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5352.0 125726.0 0. 56876 1026 724
5434.0 140683.0 0.038625848 1028 748
5488.0 150447.0 0. 0: 7796 936 718
5488.0 154880.0 0.035433685 936 483
5488.0 164644.0 0.033332523 B89 390
5488.0 179322.0 0. 030804165 851 357
5806.0 83877.0 0, 031575456 1081 389
5808.0 193868.0 0.029205302 1045 359
B06.0 205531.0 0.028258512 1045 357
S808.0 218920.0 0.02653024 767 561
5865.0 2320373.0 0.025458712 718 623
5865.0 239602.0 0.024478093 695 602
5867.0 251059.0 0. 023369009 646 590
5867.0 260288.0 0, 022540417 646 568
5867.0 269511.0 0.021769056 [ 570
5941.0 276742.0 0.021467648 693 570
5941.0 281297.0 0.021120027 427 781
5641.0 288850.0 0. 02056777 422 781
5841.0 300303.0 0.019783352 az22 730
6053.0 303979.0 0.01991256 519 720
6053.0 311532.0 0. 019429786 519 715
Z 518 718
8057.0 3312883.0 0. 018195583 518 449
6057.0 342112.0 0.017704729 518 449
6057 .0 0. 016903318 503 445
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6057 . 0 0,012253296 B2 747
6057.0 7.0 0. 28 791
6057.0 516504.0 0. B15%
6057.0 527961.0 0. 0 817 -

Figure 8. Statistical analysis at random (1-gram).

We can see (cfr. Figure 7 & 8) that with 6,057 types and 319,494 tokens the corpus grows in size
(i.e. tokens) but not in grams (i.e. types), so we can confirm that as no 1-gram-types are entering
in our corpus, the minimum size has been reached. As for 2 grams, the ReCor programme creates
the following statistical analysis:

MONNEET @ e e e

MArchive Edicion  Formato  Ver Ayuda

27576.0 198742.0 0.13875276 Q007 3156
27576.0 205972.0 0.13388227 8557 3543
27576.0 220928.0 0.12481894 8414 2837
27578.0 230156.0 0.119823076 8414 2624
27578.0 243544.0 0.11323621 6043 4495
27578.0 249796.0 0.110402085 6043 4495
27578.0 259024.0 0.1064689 6042 4495
27578.0 274014.0 0.10064449 6013 4503
27865.0 288325.0 0. 09664441 6055 4363
27865.0 303315.0 0.09186819 6055 4336
27865.0 315158.0 0. 088415965 5810 4186
27865.0 329469.0 0.08457548 5569 4215
28114.0 345688.0 0.08132767 5770 4120
28114.0 350242.0 0. 080270216 4148 5533
28114.0 354674.0 0.07926716 2845 6707
28114.0 362635.0 0.07752699 2801 6562
28114.0 377591.0 0.07445622 2801 6422
28114.0 386535.0 0.07273339 814 8223
28114.0 396298.0 0.07094157 5329 8463
28114.0 405520.0 0.06932827 5329 8457
28114.0 409952.0 0. 06857876 539 7154
28118.0 418897.0 0.0671239 543 5169
28118.0 430349.0 0.065337665 539 5173
28118.0 444660.0 0.06323483 539 4935
28118.0 449092.0 0.06261078 539 4935
28118.0 458036.0 0. 061388187 539 4933
28118.0 469492.0 0.059890263 539 4919
28118.0 484482.0 0.058037244 539 4919
28123.0 492034.0 0.05715662 540 4894
28122.0 506711.0 0.055501L066 293 5119
28122.0 515655.0 0.054538403 293 5119
28122.0 5234322.0 0.053727984 244 5167
29101.0 527108.0 0.0552088 1155 5127
29101.0 533770.0 0.054519735 1151 5129
29101.0 538324.0 0.054058522 1151 3523
29101.0 541999.0 0.05369198 238 4383
29101.0 551227.0 0.052793134 228 4382
29101.0 567446.0 0.051284175 =] 4598
29101.0 578B98.0 0.05026965 =] 4594
29101.0 590350.0 0. 049294487 a9 4594
29101.0 597902.0 0. 048671857 4 4599
29101.0 614121.0 0.047386426 4 4370
29101.0 ©622082.0 0. 046780005 4 4354
29101.0 ©629634.0 0.0462189132 4 4349
29101.0 ©638862.0 0.045551307 4 4349
29101.0 ©47807.0 0.044922332 o] 4353
29101.0 662118.0 0.043295138 o] 4353
29101.0 &672961.0 0.0432179058 o] 42324
29101.0 ©682906.0 0.04261323477 o] 4230
29101.0 ©696294.0 0.041794132 2] 1915
29101.0 705229.0 0.041264024 ] 1915

P}

Figure 9. Statistical analysis ordered alphabetically (2-grams).
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27865.0 303315.0 0.09186819 5055 4336
27865.0 3215158.0 0. 088415965 5810 4186
27865.0 329469.0 0.08457548 5569 4215
28114.0 345688.0 0.08132767 577 4120
28114.0 350242.0 0.080270216 4148 5533
28114.0 354674.0 0.07926716 2845 6707
28114.0 362635.0 0.07752699 2801 6562
28114.0 377591.0 0.07445622 2801 6422
28114.0 3286535.0 0.07273339 814 8223
28114.0 396298.0 0.07094157 539 8463
28114.0 405520.0 0.06932827 539 8457
28114.0 409952.0 0. 06857876 539 7154
28118.0 418897.0 0.0671239 543 5169
28118.0 430349.0 0.065337665 539 5173
28118.0 444660.0 0.06323483 539 4935
28118.0 455485.0 0.058037244 539 4919
28123.0 467035.0 0.05715662 540 4894
28122.0 506711.0 0. 055501066 293 5119
29101.0 52710E8.0 0.0552088 1155 5127
29101.0 533770.0 0.054519735 1151 5129
29101.0 538324.0 0.054058522 1151 3523
29101.0 541999.0 0.053269198 238 4383
29101.0 531227.0 0.052793134 238 4382
29101.0 567446.0 0.051284175 9 4598
29101.0 578898.0 0.05026965 9 4594
29101.0 590350.0 0.049294487 9 4594
29101.0 597902.0 0. 048671857 4 4599
29101.0 614121.0 0.04732B6426 4 437
29101.0 &622082.0 0. 046780005 4 4354
29101.0 629634.0 0.046218913 4 4349
29101.0 ©638862.0 0.045551307 4 4349
29101.0 647807.0 0.04492233 ] 4353
29101.0 &662118.0 0.043295138 0 4353
29101.0 &7329681.0 0.043179058 0 4234
29101.0 682906.0 0.042613477 O 4230
29101.0 ©96294.0 0.04179413 ] 1915
29101.0 705239.0 0.041264024 ] 1915

Figure 10. Statistical analysis at random (2-grams).

According to Figures 9 and 10, the corpus with 2-grams is quantitative representative with 29,101
types and 527,108 tokens as no 2-gram-types are entering in the corpus.
The second output file, ‘Alphabetical Order,” generates two columns; the first column shows

the words in alphabetical order with their corresponding number of occurrences appearing in the
second one (cfr. Figures 11 & 12).

#Fichero ordenado por palabra

#Palabra Frecuaencia

3
a 18
207 20
akb <
abajo 1&a
abandorno 44
abdomern 24
abierto &8
abintestato 8
ablacion 24
abogado 28
abogados =1
aboTH cion 1z
abona 1a
abonada 44
abonadas 3G
abonado 4
abonados 1=z
abonar L=
abonarse Y
abonara 256
abone 28
abono 84
abonos 8
abortos 4
abril 156
absoluta 2Za
absoluto 20
abuelos 96
acaba 12
acabados 24
acaecido [=1)
acasecidos 228

Figure 11. Types ordered alphabetically (1-gram).
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abonar 40
accidente 4
accidentes 8
acciones B8
aceptar 4
actos 4
a?entes

&

a
aladeltismo 4
ai?una
animales
aplicar
aquel 43
aquellos
aresa 8
asistencia
asistir 20
astes 16
asumir
atenderle 8

cargo 312
catastrofes 4
causa 52
cielo 8
cinco 52
clase 4
clases
clientes
clinica
cobertura
coberturas
cobro 76

12
24
8

4
48

MR NU NN NN RN UMD NN N NN NN NN
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#Fichero ordenado por frecuencia

Ayuda

95

#Palabra Frecuencia

Jide 12 10044
en el 5316
i[de_Tos 4660
del asegurado 4648
el asegurado 4452
de las 3892
1a compafia 3832
ala 3544
caso de 3404
de un 3136
en la 2964
por el 2800
en caso 2732
gue se 257
Tos gastos 2484
del sequro_ 2460
el asegurador 2300
or la 2244
a poéliza 2092
en las 2036
astos de 1972
as condiciones 1924
o de 1628
en_su 1568
del viaje 1556
e su 1536
el tomador 1492
que el 1476
asi como 1388
=3
de transporte 1356
de seguros 1320
consecuencia de 1312
a los 1300
tomador del 1272
al asegurado 1256
de una 1236
de seguro 1216
hasta el 1196
el viaje 1120
1a indemnizacién 1108
condiciones generales 1072

Figure 12. Types ordered alphabetically (2-gram).

1388

The same information is shown in the third file, ‘Frequency,’ but this time the words are ordered
according to their frequency, or in other words, by their rank. From this list it may be deduced that
the words with the highest absolute frequency are those that are ‘empty’, whilst the least frequent
are those that reveal the author’s individual style and richness of vocabulary. Words that appear in
the middle range in terms of frequency distribution are those that are really representative of the

document (see Figures 13 and 14).

r — T [

~ | 02. Orden alfabético: Bloc de n@@g j 03. Frecuencia: Bloc de notas W=HL S X |

Archive Edicién Formato Ver Ayuda Archive Edicién  Formato  Ver Ayuda

#Fichero ordenado por palabra » || #Fichero ordenado por frecuencia -

#Palabra Frecuencia l—l #Palabra Frecuencia i
336 de 74720

a 18372 la 34312

a07 20 el 30756

ab 4 en 28016

abajo 16 del 24244

abandono 44 o 22444

abdomen 24 Y 18688

abierto 8 a 18372

abintestato 8 que 17448

ablaciodn 24 or 16212

abogado 28 0s 16140

abogados 4 las 14180

aboTicidn 12 asegurado 11744

abona 16 se 11528

abonada 44 su 8000

abonadas 36 un 7744

abonado 4 no 6140

abonados 12 al 6048

abonar 60 con 5300

abonarse 4 para 5016

abonara 256 caso 4948

abone 28 viaje 4676

abono 84 seguro 4540

abonos 8 compafiia 4136

abortos 4 caomo 4044

abril 156 si 3908

absoluta 236 astos 3700

absoluto 20 asta 3684

abuelos 96 una 3680

acaba 12 péliza 3624

acabados 24 asegurador 3440

acaecido 60 condiciones 3168

acaecidos 228 esta 2604

Figure 13. Types ordered by frequency (1-gram).
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Archivo Edicion  Formato  Ver Ayuda Archive Edicién Formate Ver Ayuda
#Fichero ordenado por palabra - #Fichero ordenado por frecuencia -
#Palabra Frecuencia #Palabra Frecuencia
abonar 40 de Ta 10044
a accidente 4 en el 5316
a accidentes 8 [de Tos 48660
a acciones 8 del asegurado 4648
a aceptar 4 el asegurado 4452
a actos 4 de Tas™ 3892
a agentes 24 Tla_compafia 3832
aa 8 ala 3544
a aladeltismo 4 caso de 3404
a alguna 40 de un 3136
a animales 24 en Ta_ 2964
a aplicar 44 \por el 2800
a aquel 44 en caso 2732
a aquellos 48 gue se 2572
a aresa 8 Tos gastos 2484
a asistencia 16 del seguro 2460
a asistir 20 il asegurador 2300
a astes 16 or la~ 2244
a asumir 28 a pdliza 2092
a atenderle 8 en las 2036
a autorizado 4 astos de 1972
a avion 4 as condiciones 1924
a aflos 28 o de 1
a banco 8 en su_ 1568
a bienes 11 del viaje 1556
a bordo 4 de su "1536
a buques 24 el tomador 1492
a caballo 8 a su 1480
a cabeza 4 gue el 1476
a cabo 60 asi como
a cada 36 condiciones particulares 1388
a cargo 312 de transporte 1356
a catastrofes 4 de sequros 1320
a causa 52 consecuencia de 1312
a cielo 8 a los 1300
a cinco 52 tomador del 1272
a clase 4 al asegurado 1256
a clases 12 de una” 1236
a clientes 24 de seguro 1216
a clinica 8 hasta el 1196
a cobertura 4 el viaje 1120
a coberturas 48 la indemnizacion 1108
a cobro 76 _ llll condiciones generales 1072 i
f “ )

Figure 14. Types ordered by frequency (2-grams).

6. Conclusions

Nowadays it is not possible to determine a priori the exact total number of words (tokens) or doc-
uments that should be included in specialised ad hoc corpora in order that they may be considered
representative. However, in this paper we have described a corpus-driven approach to evaluating
corpus size a posteriori. In order to achieve this, a double approach to corpus building has been
adopted, based on two arguments: firstly, a qualitative approach has been followed where a set
of clear design criteria and a compilation protocol in four steps are needed in order to ensure cor-
pus representativeness according to quality. Secondly, a quantitative approach has been adopted
based on the N-Cor algorithm and the ReCor programme. The ReCor programme 2.5. allows to
determine that the corpus is of an adequate size of documents and words (tokens) after it has ac-
tually been compiled (or even during analysis), i.e. a posteriori. As no new types are entering in
the corpus, the minimum size has been proved to be reached. This methodology has been illus-
trated trough the compilation of an ad hoc corpus of travel insurance contracts in Spanish; how-
ever, this methodology can be used to compile any ad hoc corpus, in any language and covering
any topic and genre.
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