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Abstract

We show that there exists an interesting non-uniform model of computational complexity within characteristic two finite fields. This model regards all problems as families of functions whose domain and co-domain are characteristic two fields. The model is both a structured and a fully general model of computation.

We ask if the same is true when the characteristics of the fields are unbounded. We show that this is equivalent to asking whether arithmetic complexity over the prime fields is a fully general measure of complexity.

We show that this reduces to whether or not a single canonical function is “easy” to compute using only modulo $p$ arithmetic.

We show that the arithmetic complexity of the above function is divided between two other canonical functions, the first to be computed modulo $p$ and the second with modulo $p^2$ arithmetic.

We thus have tied the efficacy of finite field arithmetic to specific questions about the arithmetic complexities of some fundamental functions.
Introduction

Let $p$ be a prime number. Then the integers in the range 0 to $p - 1$ with modulo $p$ arithmetic operations constitute a field. It is a remarkable fact that there exists an element of this field $g$ with the property that the powers $g^i$ for $i$ between 1 and $p - 1$ run through all of the non-zero elements of the field. All finite fields contain such a $g$, which is known as a primitive element [Lidl 83].

Now consider the function $exp_g(x) = g^x$, which is an exponential function within the integers modulo $p$. Ignoring zero, since $g$ is a primitive element, this function has an inverse called the discrete logarithm $dlog_g$.

The function $exp_g$ is "easy" to compute by "repeated squaring" [Dixon 84, Knuth 81] modulo $p$, whereas the function $dlog_g$ appears to be "hard" [Odlyzko 84], and therefore may be a one-way function. Many cryptographic schemes are based upon this [e.g. Blum 84, El Gamal 85, Goldreich 86, Odlyzko 84, Yao 82]. The computational complexity of $dlog_g$ is being heavily investigated [Adleman 79, Coppersmith 84]. This and all other useful candidates for one-way functions and other cryptographic objects seem to arise in an algebraic or number-theoretic context [Yao 82].

We pose the question: do all efficient (i.e. polynomial time) algorithms have a purely arithmetic equivalent? If so, then in investigating $dlog_g$ within a finite field one need only consider arithmetic computations. Note that in investigating $exp_g$, it is not at all clear that there is an efficient ("easy") purely arithmetic computation.

To answer this question, we will consider first the restricted case of fields with bounded characteristic. We show that for such fields all polynomial time computations have a purely arithmetic equivalent.

Consider the following non-uniform model of computation: all finite fields with their arithmetic operations only, where increasing the input size is accommodated by increasing the field size. Thus a computational problem is a family of functions $\{f_i\}$ where for each $i$, the domain and co-domain of $f_i$ is a finite field. (Contrast this with the boolean model in [Skyum 85]).

The finite field model is unique. All other models of computation provide that an increase in the input size is accommodated by an increase in the number of variables (e.g. the number of bits or the number of symbols in some alphabet). In the finite field model there is always only
one variable. In fact, there is exactly one input and one output.

Obviously, since we have only one variable we need a measure of the input size. The input size of $f_i$ is naturally the base two logarithm of the size of the domain of $f_i$. This is precisely the minimum number of bits required to distinguish all of the field elements.

Now consider any reasonable compact and efficient representation of all finite fields by the booleans. By this we mean assignment of "reasonably short" bit-strings uniquely to every finite field element, in such a way that "small" boolean circuits exist to implement the finite field arithmetic. This definition is made precise in the next section.

Such a representation can provide a means of interpreting an arbitrary boolean computational problem as a finite field computational problem. This can be achieved by interpreting the bit-string input and output as the field element it represents, provided that all bit-strings are used to represent field elements (some technicalities are being deferred here).

The issue then arises as to whether the existence of an efficient boolean solution to the computational problem implies the existence of an efficient arithmetic solution. Here by "efficient solution" we mean the existence of polynomial size families of circuits to solve the problem.

Following [Borodin 82] we define two classes of non-uniform models of computation. First, we define a general model of computation as one that gives a complexity measure that is polynomially related to boolean circuit-size. Second, we define a structured model of computation as one in which there is no fixed bound on the size of the values manipulated in one atomic operation. (Here by size we mean the number of bits in a reasonable bit representation). These definitions differ from those in [Borodin 82] in order to make the defined concepts independent.

Let us apply these terms to some well-known models of computation. Straight line programs over the complex numbers [Strassen 73, Valiant 82] is a structured but not general model of computation. Boolean circuits is a not structured but general model. Monotone boolean circuits is possibly neither structured nor general. Clearly our finite field model of computation is a structured model. The above question of the efficacy of arithmetic is equivalent to asking whether or not it is a general model of computation.

When restricted to characteristic two, the finite field model is both a structured and a general model of computation. The status of the finite field model for unbounded characteristic is unresolved. However, we will
show that it is a general model of computation if and only if a certain canonical function has polynomial size arithmetic circuits.

The existence of a simultaneously structured and general model of computation is of interest because it shows that a macroscopic structure can be imposed upon boolean computations without loss of efficiency. In particular, only bit-strings representing characteristic two field elements need be manipulated in a boolean computation, and the only manipulations required may be implemented by standard boolean circuits that simulate the addition and multiplication of the field. All boolean computations can be done efficiently by “macrogates” whose interactions with each other are well defined and elegant. These macrogates represent arithmetic in a field and thus are subject to the commutative, associative and distributive laws.

Using macrogates is an extremely restrictive structural imposition: first, only data of size equal to the input size can be manipulated; second, there can be only a small set of standard circuits used; and third, there can be no loss of efficiency. If this can be achieved, macrogates open up the large toolbox already available to the study of finite fields and make it applicable to the complexity theorist in search of boolean lower bounds. Concepts such as primes, factoring, irreducibility, orders of elements, that were essentially invisible in the original model are now available. Obviously, this is a massive conceptual gain.

We will show that the finite field model of computation introduced above is an inherently sequential model; in the sense that circuit depth is not preserved in going over from boolean computations to computations within our model, and indeed may get exponentially bigger. Therefore from the point of view of efficient sequential computation, large numbers of irrelevant computations are automatically excluded. This is hopeful from a “sequential lower bound” point of view, where we want to exclude the possibility of the existence of certain computations. If there are fewer to begin with, this can only help.

Consider a boolean computation with inputs $x_1, \ldots, x_n$. We may write the function computed in the SOPE normal form [Savage 76] as follows:

$$\sum_{A \in S} (\prod_{i \in A} x_i)$$

where $S$ is a subset of the power set of $\{1, \ldots, n\}$, where sum and product are exclusive-or and and respectively, and where the empty product is
taken to be 1. This is clearly a normal form because \{0, 1\} with sum and product as above is a field where all elements satisfy \(x^2 = x\). The above expression can give all functionally distinct polynomials in \(n\) variables. Without loss of generality we may consider the boolean computation to involve only exclusive-or and and operations because adding 1 is permitted. We may now track the computation formally, by regarding the inputs \(x_1, \ldots, x_n\) as indeterminates and defining the outcome of an operation as a polynomial equal to the formal sum or product of the incoming polynomials as appropriate. The result of the computation is then some polynomial with zero-one coefficients that we denote by \(p(x_1, \ldots, x_n)\). Its relation to the normal form is as follows:

\[
p(x_1, \ldots, x_n) = \sum_{A \in S} \left( \prod_{i \in A} x_i \right) + \sum_{i=1}^n \phi_i(x_1, \ldots, x_n)(x_i^2 - x_i)
\]

where the \(\phi_i\) are arbitrary polynomials with zero-one coefficients.

Compare this redundancy in the computation with the redundancy in the finite field model set up above. Suppose we are computing over a field with \(q\) elements. There is only one input \(x\). Clearly, any function can be written by interpolation as a polynomial of degree \(q - 1\) at most. In fact, every field element satisfies \(x^q = x\) (see [Lidl 83]). Thus the natural normal form is:

\[
\sum_{i=0}^{q-1} a_i x^i
\]

where the \(a_i\) are field elements. If \(p(x)\) is the formal polynomial resulting from tracking the computation formally, then it is related to the normal form by:

\[
p(x) = \sum_{i=0}^{q-1} a_i x^i + \phi(x)(x^q - x)
\]

where \(\phi(x)\) is an arbitrary polynomial with coefficients from the field. This is the same as:

\[
p(x) \equiv \sum_{i=0}^{q-1} a_i x^i \mod (x^q - x)
\]

The question as to whether or not there is a uniform relationship between the boolean and finite field models of computation depends upon the uniform complexity of fundamental algebraic problems such as primality and the irreducibility of polynomials over finite fields. Such problems can be solved in random polynomial time, the randomization being
some sort of "poor man's non-uniformity" [Adleman 78, Bennett 81, Gill 77]. (For a discussion of uniformity versus non-uniformity see [Borodin 77, Karp 80, Karp 82, Pippenger 79, Ruzzo 81, Valiant 83].)

If there is a uniform relationship, then uniform complexity theory can be carried into the model \textit{en masse}, with the benefit that the subtle algorithms involved in establishing the existence of the uniform relationship implicitly add conceptual force to this new view of computation.

Conversely, if there is no uniform relationship, then attempts to prove negative results in the finite field model start from an inherently non-uniform angle. This is because any lower bound result is nevertheless implicitly parametrized by the input size. Adding one more bit to the input does not radically change the nature of the computational process. However, increasing the input size by one by increasing the field size, and thus using new, and uniformity-wise unrelated arithmetic operations, makes a radical change by including some intrinsic non-uniformity to an arithmetic lower bound.

The existence or non-existence of polynomial-time algorithms for problems such as factoring integers, factoring polynomials over finite fields, and related number-theoretic complexity investigations, clearly has great impact on the nature and character of computations in the proposed model, and therefore must now be considered of direct relevance to general boolean computations, a fact that had heretofore not been established with such force. See [Berlekamp 68, Dixon 84, Rabin 80, Riesel 86] for results in these areas.

In the usual combinatorial scenario, most natural problems in NP seem to be either in P or to be NP-complete [Garey 79]. This phenomenon is probably merely a reflection of the way problems are usually posed (i.e. in a relatively unstructured setting). Over a finite field with \(q\) elements, a problem is naturally posed as \(\sum_{i=1}^{q-1} a_i x^i\) where the \(a_i\) are given in a natural way as a function of \(i\). For example, the discrete logarithm can be naturally posed as:

\[
dlog_g(x) = \sum_{i=1}^{p-2} \frac{x^i}{1 - g^i}
\]

in the field of the integers modulo a prime \(p\) (this can be easily obtained by interpolation, as described in [Lidl 83]).

It seems likely that within the new model (because of the irregular relationship with the booleans), the distribution of natural problems
across the complexity classes may be quite different from usual. This sup-
position is supported by the known difficulty of classifying many natural
algebraic and number-theoretic problems in a combinatorial setting (e.g.
primality testing, factoring integers, and group isomorphism not fitting
in neatly with P versus NP [Garey 79]). Thus the finite field model may
prove to be useful in investigating the structure of NP, and in particular
for cryptographically motivated complexity.

In the next sections we will show that a finite field model of com-
putation is fully general if and only if any reasonable representation of
the field elements as bit-strings is efficiently accessible within the field.
That is to say iff there exist small arithmetic circuits with one input and
many outputs which, when a field element is input, compute the bits of
its representation as zero-one field values. We define a representation as
strong iff it is accessible within the fields in the above sense. We define
one representation to be equivalent to another iff there exists a family
of small boolean circuits that translate from one to the other and vice-
versa. Note that boolean circuits can easily be efficiently simulated by
field arithmetic on zero-one values.

Next we show that if a strong representation exists then all reasonable
representations are strong and equivalent to each other. Thus the issue
becomes that of whether or not the usual ("standard") representation of
the finite fields is strong. We show that for bounded characteristic this
is indeed the case. Thus in the case of characteristic two, arithmetic is
adequate for all polynomial time computations. In the case of unbounded
characteristic we show that the problem reduces to that for the prime
fields (i.e. for modulo p arithmetic).

We define the function $f(x)$ by:

$$f(x) = \left(\frac{x - x^p}{p}\right) \mod p$$

where the arithmetic within the parentheses is integer arithmetic. Since
$x - x^p \equiv 0 \mod p$, the division by $p$ is well defined over the integers, and
$f$ defines a function whose domain and co-domain are both the integers
modulo $p$. We then show that the standard representation of the fields
of the integers modulo $p$ is strong if and only if the function $f$ is easy to
compute with modulo $p$ arithmetic. The function $f$ is not the only one
with this property, but is canonical in its form and expressive power. We
find the degree $p - 1$ polynomial representing $f$: its coefficients involve
Bernoulli numbers modulo $p$, thus suggesting a fundamental connection with other problems in number theory [Borevich 66].

We define the function $g(x)$ by:

$$g(x) = \left( \frac{1 + x^p - (1 + x)^p}{p} \right) \mod p$$

where, just as with $f$, the arithmetic within the parenthesis is integer arithmetic. This function has a simple expansion as a polynomial of degree $p - 1$ within the field:

$$g(x) = \sum_{i=1}^{p-1} \frac{(-1)^i x^i}{i}$$

(The division here is within the field of integers modulo $p$). Note the similarity to the power series for the logarithm characteristic zero. For this reason we refer to $g$ as the pseudo-logarithm. Note also that both $f$ and $g$ can be computed efficiently outside the field. (This can be achieved by using modulo $p^2$ arithmetic and repeated squaring).

We define the function $m(x)$ over the integers modulo $p^2$ by $m(x) = x \mod p$ with the intuitively obvious meaning, and we define the arithmetic complexity of $m$ to be its arithmetic complexity in the ring of integers modulo $p^2$. We show that $m$ is equal to the Bernoulli polynomial $B_p$ taken modulo $p^2$, apart from a few small terms of trivial arithmetic complexity.

Finally, we show that the arithmetic complexity of $f$ lies between that of $m$ and the product of the arithmetic complexity of $m$ with the arithmetic complexity of $g$. Therefore, the arithmetic complexity of $f$ can be determined by finding the arithmetic complexities of $m$ and $g$. Since neither $m$ nor $g$ seem as powerful as $f$, this must be regarded as a true simplification.
Arbitrary vs. Arithmetic Computations

The following are well known facts about finite fields (see [Lidl 83] for details).

- All finite fields with identical cardinality are isomorphic.
- There exists a finite field of cardinality $n$, precisely when $n$ is a prime-power.

On this basis the finite field of cardinality $q = p^n$ for some prime $p$ and natural number $n \geq 1$ is denoted $\mathbb{F}_q$, in particular $\mathbb{F}_p$ when $q = p$. In the latter case, $\mathbb{F}_p$ is said to be a prime field.

- All elements of $\mathbb{F}_q$ satisfy $x^q = x$.

Thus division is unnecessary as $x^{-1} = x^{q-2}$ when $x$ is non-zero. The latter can be computed in $O(\log q)$ multiplications by repeated squaring. In fact, it is possible to eliminate division with only a constant loss of efficiency for functions with at least linear arithmetic complexity [Bøgestrand 87]. Subtraction can also be eliminated with only constant loss of efficiency by observing that $a + b$ is equal to $a + (-1)b$.

We may now define the finite field model of computation:

i) A finite field computational problem $\Delta$ is a family of functions, one for every finite field: $\Delta = \{\delta_q \mid q \text{ is a prime power}\}$ such that $\delta_q : \mathbb{F}_q \to \mathbb{F}_q$.

ii) A family of arithmetic circuits $\{a_q \mid q \text{ is a prime power}\}$ contains for each finite field $\mathbb{F}_q$ a circuit $a_q$ that uses $\mathbb{F}_q$-arithmetic $(+,-, \cdot)$ and $\mathbb{F}_q$-constants.

iii) An arithmetic solution to $\Delta$ consists of a family $\{a_q\}$ of arithmetic circuits such that $a_q$ computes a unary function and $a_q$ and $\delta_q$ are functionally identical for all $q$.

iv) The input size for an $\mathbb{F}_q$-problem, or for a circuit indexed by $q$, is taken to be $\log q$ since the cardinality of $\mathbb{F}_q$ is $q$.

v) The complexity of a family of circuits is taken to be the circuit size as a function of input size. A family of circuits is said to be p-bounded if the complexity is bounded by some polynomial in the input size.
Observe that solutions are nonuniform because each circuit only works for a specific field (i.e., input size). If uniformity is desired, it can be imposed by requiring structural similarity between the individual circuits that constitute a solution, e.g., via constructing all of the infinite family of circuits by a single Turing Machine of specified complexity.

It should be noted that every finite field problem has an arithmetic solution. This follows from the fact that any function in \( \mathbb{F}_q \) can be expressed as a polynomial over \( \mathbb{F}_q \).

Having defined the arithmetic model of computation, we shall see that we may restrict ourselves to deal with prime fields in the sense that arithmetic in any finite field can be simulated efficiently by arithmetic in its underlying prime subfield:

**Theorem 1-a**

A finite field \( \mathbb{F}_q(q = p^n) \) may be represented in terms of \( \mathbb{F}_p \) because there exist two \( p \)-bounded families of circuits \( \{\alpha_q, \mu_q : \mathbb{F}_p^n \times \mathbb{F}_p^n \rightarrow \mathbb{F}_p^n\} \) all using \( \mathbb{F}_p \)-arithmetic and a semantic bijection \( \phi_q : \mathbb{F}_p^n \rightarrow \mathbb{F}_q \) such that for all \( q \):

\[
\phi_q(\alpha_q(x, y)) = \phi_q(x) + \phi_q(y) \\
\phi_q(\mu_q(x, y)) = \phi_q(x) \cdot \phi_q(y)
\]

**Proof of Theorem 1-a:**

Given \( q = p^n \), there exists an irreducible polynomial \( f(x) \in \mathbb{F}_p[x] \) of degree \( n \). It is the case that \( \mathbb{F}_q \cong \mathbb{F}_p[x]/f(x) \) [Lidl 83]. Thus \( \mathbb{F}_q \) may be regarded as a vector space over \( \mathbb{F}_p \). Since \( \{1, x, x^2, \ldots, x^{n-1}\} \) is a basis for this vector space, we may define \( \phi_q(a_0, a_1, \ldots, a_{n-1}) = a_0 + a_1x + \ldots + a_{n-1}x^{n-1} \). Obviously, addition may be performed componentwise in this representation and the \( p \)-bounded family of circuits \( \{\alpha_q\} \) is constructable. Multiplication may be performed as a convolution followed by a modulo-\( f \) operation. Hence the \( p \)-bounded family \( \{\mu_q\} \) can be constructed.

\( \square \)

**Theorem 1-b**

Given the representation of \( \mathbb{F}_q \) in terms of \( \mathbb{F}_p \) as defined above (called the standard representation), there exist two \( p \)-bounded families of arithmetic
circuits \( \{i_q : \mathbb{F}_q^n \rightarrow \mathbb{F}_q\} \), \( \{o_q : \mathbb{F}_q \rightarrow \mathbb{F}_q^n\} \) such that \( i_q(\bar{x}) = \phi_q(\bar{x}) \) and \( \phi_q(o_q(y)) = y \) for \( \bar{x} \in \mathbb{F}_p^n \) and \( y \in \mathbb{F}_q \).

Proof of Theorem 1-b:

The family of circuits \( \{i_q\} \) is easily constructed as a p-bounded family, since \( \phi_q(a_0, a_1, \ldots, a_{n-1}) = a_0 + a_1 x + \cdots + a_{n-1} x^{n-1} \). In the case of \( \{o_q\} \), we note that \( (\sum_{i=0}^{n-1} a_i \cdot x_i)^p = \sum_{i=0}^{n-1} a_i(x_i^p) \) for \( a_i \in \mathbb{F}_p \), \( x_i \in \mathbb{F}_q \), since \( \mathbb{F}_q \) has characteristic \( p \) and \( a = a^p \) for \( a \in \mathbb{Z}_p \). This leads to a system of linear equations for finding the coordinates \( (a_0, \ldots, a_n) \) of an element \( \alpha \) in \( \mathbb{F}_q \):

\[
\begin{bmatrix}
1 & x & x^2 & x^3 & \cdots & x^{n-1} \\
1 & x^p & x^{2p} & x^{3p} & \cdots & x^{(n-1)p} \\
1 & x^{p^2} & x^{2p^2} & x^{3p^2} & \cdots & x^{(n-1)p^2} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x^{p^{n-1}} & x^{2p^{n-1}} & x^{3p^{n-1}} & \cdots & x^{(n-1)p^{n-1}}
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_{n-1}
\end{bmatrix}
= 
\begin{bmatrix}
\alpha \\
\alpha^p \\
\alpha^{p^2} \\
\vdots \\
\alpha^{p^{n-1}}
\end{bmatrix}
\]

Since \( (1, x, \ldots, x^{n-1}) \) is a basis for \( \mathbb{F}_q \) over \( \mathbb{F}_p \), the involved matrix is invertible [Lidl 83]. Consequently we find:

\[
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{n-1}
\end{bmatrix}
= \bar{A}
\begin{bmatrix}
\alpha \\
\alpha^p \\
\vdots \\
\alpha^{p^{n-1}}
\end{bmatrix}
\]

for some constant matrix \( \bar{A} \) over \( \mathbb{F}_q \). In addition, each of the powers \( \alpha^p, \alpha^{p^2}, \ldots, \alpha^{p^{n-1}} \) may be computed using at most \( O(\log q) \) multiplication by repeated squaring. Hence \( \{o_q\} \) may be constructed as a p-bounded family of circuits.

In fact as is shown in [Bøgestrand 87], \( \{o_q\} \) may be constructed as a family of circuits of size only \( O(n \log^2 n \log \log n) \) in the case of fields of characteristic two, using results from [Aho 74] and [Schönhage 77]. This means that in this representation, arithmetic is as efficient as boolean operations for any problem with complexity worse than \( O(n \log^2 n \log \log n) \).

\[\square\]

Since \( \mathbb{F}_p \) is a subfield of \( \mathbb{F}_q \) [Lidl 83], theorem 1-a establishes a representation of \( \mathbb{F}_q \) in terms of itself. In addition, 1-b asserts that it is
possible to translate back and forth efficiently between an element in $F_q$ and its representation in $F_q^n$ (i.e., $F_q^n$) by $F_q$-arithmetic.

In order to discuss the relation between arithmetic and general computations, we define the latter in terms of Boolean algebra:

i) Let the Booleans be given by $B = \{0, 1\}$ with the three operators $\wedge, \lor, \neg$ where they have the usual interpretations.

ii) A general computational problem $\Gamma$ is a family of functions: (one for every natural number $n$) $\Gamma = \{\gamma_n\}$ such that $\gamma_n : B^n \rightarrow B^n$.

iii) A family of Boolean circuits $\{b_n\}$ contains for every natural number $n$ a circuit $b_n$ that uses boolean operations $(\wedge, \lor, \neg)$ and constants $(0, 1)$.

iv) A general solution to a problem $\Delta = \{\gamma_n\}$ consists of a family of boolean circuits $\{b_n\}$ such that $b_n$ computes a unary function on $B^n$ and $b_n$ and $\gamma_n$ are functionally identical. Thus we allow non-uniform solutions.

v) The input size for a $B^n$-problem or for a circuit indexed by $n$ is taken to be $n$. Thus the previous definitions of complexity and $p$-boundedness apply also to Boolean circuits.

Since 0, 1 are elements of any field, we may identify $B = \{0, 1\}$ with the corresponding subset of any finite field.

\textbf{Theorem 2}

Given a general problem $\Gamma = \{\gamma_n\}$, there exists an arithmetic problem $\Delta = \{\delta_q\}$, an assignment $l$ from natural numbers to finite field indices (prime powers), and two $p$-bounded families of circuits $\{i_n : B^n(\subseteq F_l^n) \rightarrow F_l^n\}, \{o_n : F_l^n \rightarrow F_l^n(\subseteq B^n)\}$ using $F_l$-arithmetic such that $\gamma_n = o_n \circ \delta_l \circ i_n$ for all $n$.

\textbf{Proof of Theorem 2:}

Choose the assignment $l(n) = 2^n$ and the corresponding subsets of the circuit families $\{i_q\}, \{o_q\}$ from Theorem 1-b as $\{i_n\}, \{o_n\}$. Then $\Delta$ can be chosen as a trivial extension of $\{i_n \circ \gamma_n \circ o_n\}$ to a finite field problem.
We now consider representations of the finite fields using the booleans. Since efficiency is an issue, we choose those representations that are reasonably compact, and have small boolean circuits to implement the arithmetic operations. We define a $p$-representation as follows:

i) Let the $p$-representation be a 6-tuple
   \[ R = (l, \{S_q\}, \{\alpha_q\}, \{\mu_q\}, \{\zeta_q\}, \{\phi_q\}) \].

ii) $l$ is a $p$-bounded assignment of natural numbers to finite field indices.

iii) $S_q \subseteq B^{l(q)}$ is the set of bit string representations of $F_q$-elements.

iv) $\{\alpha_q, \mu_q : S_q \times S_q \rightarrow S_q, \zeta_q : S_q \rightarrow B\}$ are $p$-bounded families of boolean circuits.

v) $\phi_q : S_q \rightarrow F_q$ defines the semantics of the representation:

\[
\begin{align*}
\phi_q(\alpha_q(\bar{x}, \bar{y})) &= \phi_q(\bar{x}) + \phi_q(\bar{y}) \\
\phi_q(\mu_q(\bar{x}, \bar{y})) &= \phi_q(\bar{x}) \cdot \phi_q(\bar{y}) \\
\zeta_q(\bar{x}) &= 1 \text{ iff } \phi_q(\bar{x}) = 0
\end{align*}
\]

Apart from arithmetic operations, a representation must include a zero-recognizer. This requirement follows from the fact that a single field element may have exponentially many different bit string representations within a single $p$-representation although the $p$-boundedness does assume that only "short" bit string representations are possible. Thus it is possible to compute predicates. Without this facility it may not be possible to recognise the output at all, in which case the computation cannot be regarded as meaningful.

**Theorem 3**

There exists a $p$-representation of the finite fields.

**Proof of Theorem 3:**

By Theorem 1-a, we need only consider the representation of prime fields. For $p$ prime, $F_p$ is isomorphic to $Z_p$ (see [Lidl 83]). Let $l(p) = [\log p]$, $S_p = \{b \in B^{l(p)} \mid b \leq p - 1, \text{when } b \text{ is interpreted as a binary number}\}$, which is the standard binary representation of elements in $Z_p$. Addition
and multiplication are implemented as the corresponding operations for binary numbers followed by a modulo \( p \) operation. This is easily done by p-bounded boolean circuits. The zero-recognizer is immediate since \((0,0,\ldots,0)\) is the only representation of 0.

\[\square\]

The representation constructed in the above proof is denoted the standard representation.

To address the question of efficiency we must compare general and arithmetic solutions to a finite field problem. Therefore we define:

- A general solution to a finite field computational problem \( \Delta = \{\delta_q\} \) consists of a p-representation \( R = (l, \{S_q\}, \{\alpha_q\}, \{\mu_q\}, \{\zeta_q\}, \{\phi_q\}) \), and a family of boolean circuits \( \{b_q\} \) such that \( b_q \) computes a unary function on \( S_q \) and \( \phi_q \circ b_q = \delta_q \circ \phi_q \).

Arithmetic is efficient if it is possible to simulate a general solution by arithmetic with only a polynomial increase in circuit size. Arithmetic can simulate the boolean operations efficiently (see proof of Theorem 4). Therefore, all that is left to consider is whether arithmetic can be used to compute a p-representation of a field element efficiently. More formally:

i) A p-representation \( R = (l, \{S_q\}, \{\alpha_q\}, \{\mu_q\}, \{\zeta_q\}, \{\phi_q\}) \) is strong iff there exists two p-bounded families of arithmetic circuits

\[\{i_q : B^{l(q)}(\subseteq F^{l(q)}) \rightarrow F_q\}\]

and

\[\{o_q : F_q \rightarrow B^{l(q)}(\subseteq F^{l(q)})\}\]

such that \( i_q(\bar{x}) = \phi_q(\bar{x}) \) and \( \phi_q(o_q(y)) = y \) for \( \bar{x} \in S_q \subseteq F^{l(q)} \) and \( y \in F_q \).

ii) A p-representation \( R = (l, \{S_q\}, \{\alpha_q\}, \{\mu_q\}, \{\zeta_q\}, \{\phi_q\}) \) p-reduces to another p-representation \( R = (l', \{S'_q\}, \{\alpha'_q\}, \{\mu'_q\}, \{\zeta'_q\}, \{\phi'_q\}) \) (\( R \leq_p R' \)) iff there exists a p-bounded family of circuits \( \{\rho_q : S_q \rightarrow S'_q\} \) using boolean operations such that \( \phi_q = \phi'_q \circ \rho_q \).

iii) \( R \) is p-equivalent to \( R' \) (\( R \equiv_p R' \)) iff (\( R \leq_p R' \) and \( R' \leq_p R \)).

Intuitively, a strong p-representation is one where arithmetic can efficiently access the bits of the representation. For later use, we note that a strong representation is p-equivalent to any other representation:
Lemma 1

Given p-representations $R, R'$ such that $R$ is strong, then $R \equiv_p R'$.

Proof of Lemma 1:

$R \leq_p R'$

If $R$ is strong then a p-bounded family of arithmetic circuits $\{i_q\}$ exists. If $i_q$ is implemented using representation $R'$, this gives a p-bounded family of boolean circuits that takes the $R'$ representation of the $R$ bit string representing a field element and produces the $R'$ representation of that element. All that remains is to choose two bit strings $a_q$ and $b_q$ with $\phi'_q(a_q) = 0$ and $\phi'_q(b_q) = 1$, and to prefix each input to the new circuit where an $R'$ representation of zero or one is required by a small circuit that takes a boolean zero or one and switches into the old input either $a_q$ or $b_q$ as appropriate.

$R' \leq_p R$

$R$ is strong, so that $\{o_q\}$ exists for $R$ as in the definition. If $o_q$ is implemented in representation $R'$, the input is now the $R'$ representation of a field element, and the output is the $R'$ representation of the bit-string that that is the $R$ representation of the same field element. Now use $\zeta'_q$ to build a small circuit that will recognise $R'$ representations of zero and one and output the corresponding boolean value. Appending one of these to each output where a zero or one in representation $R'$ will appear achieves the desired result.

\[\square\]

It will turn out that arithmetic access to the standard p-representation is crucial to assessing the efficiency of arithmetic. For this reason we define:

- The last bit problem for prime fields $L = \{l_p : \mathbf{F}_p \to \{0, 1\} \subseteq \mathbf{F}_p\}$, where $l_p(a)$ is the last bit in the standard representation of $a$; i.e., if we identify $\mathbf{F}_p$ with $\{0, 1, \ldots, p-1\} \subseteq \mathbf{N}$, $l_p$ is zero on even numbers and one on odd numbers.
Theorem 4

The following statements are equivalent:

(1) Arithmetic over finite fields is efficient.

(2) $L$ has a $p$-bounded arithmetic solution.

(3) There exists a strong $p$-representation.

(4) All $p$-representations are strong.

Proof of Theorem 4:

(1) $\Rightarrow$ (2): Using the standard representation, $L$ has a constant size general solution and therefore by (1) a $p$-bounded arithmetic solution.

(2) $\Rightarrow$ (3): Assuming (2), the standard representation is strong. By Theorem 1 we need only consider the prime field case. $\{o_p\}$ is built using $O(\log p)$ copies of a $p$-bounded arithmetic solution for $L$, whereas $\{i_p\}$ is directly constructed.

(3) $\Rightarrow$ (4): Given an arbitrary $p$-representation $R'$ and a strong one $R$, then $R \equiv_p R'$ by Lemma 1. This implies that $R'$ is strong since $\{i'_q\}$ and $\{o'_q\}$ can be obtained from $\{i_q\}$ and $\{o_q\}$ by prefixing and postfixing respectively arithmetic simulations of the small boolean circuits that translate from $R'$ to $R$ and from $R$ to $R'$.

(4) $\Rightarrow$ (1): Let $\{\delta_q\}$ be an arithmetic problem which has a general solution consisting of a representation $R$ and a family of boolean circuits $\{b_q\}$ of complexity $f$. Let $\{tr(b_q)\}$ be a family of arithmetic circuits simulating the boolean circuits $\{b_q\}$ on zero-one field values. This can easily be achieved by using multiplication for $\text{and}$ and $1 - x$ to compute $\text{not } x$. Let $\{i_q\}$ and $\{o_q\}$ be the arithmetic circuits given by the definition of strong for $R$. In this case, $\{i_q \circ tr(b_q) \circ o_q\}$ is an arithmetic solution to $\{\delta_q\}$ of complexity at most $t + 3f$, for some polynomial $t$.

\[\Box\]

We have now established that the efficiency of the finite field arithmetic depends upon the arithmetic complexity of the last bit problem for prime
fields. For this reason, we will hereafter confine our attention to prime fields.

We shall see later that \( l_p \) written as a polynomial over \( \mathbb{Z}_p \) has degree at least \( p - 1 \). Thus it follows that any arithmetic circuit to compute \( l_p \) will have depth at least \( O(\log_2 p) \). This is because in an arithmetic circuit the degree can at most double as the depth is increased by one. Similar remarks hold for the polynomials in Theorem 1. Even at bounded characteristic, results asserting the efficiency of arithmetic using circuit depth as a complexity measure do not exist. Thus the finite field model of computation is inherently sequential.

Note also that constants are not necessary in arithmetic computations in \( \mathbb{Z}_p \). Given a circuit using constants, the constants can be replaced by outputs from an additional circuit that computes them from 1 using short addition chains (see [Knuth 81]). Then 1 can be replaced by the output of a small circuit that computes \( x^{p-1} \) when the input to the original circuit is \( x \). This always has the value 1 except when \( x \) is 0 (see [Lidl 83]). Thus the new circuit computes correctly except on input zero, where it must compute zero as it has no constants. Restricting our attention to functions \( h \) with \( h(0) = 0 \) is no great constraint. It is easy to verify that the above construction involves only a small increase in circuit size. In fact, for functions that can be computed without constants, constants are not necessary in order to compute them efficiently over any finite field [Bøgestrand 87].

We shall see that some common operators over prime fields can replace the last bit problem in Theorem 4, apparently due to these operators’ dependence on the standard representation:

- An \( n \)-ary prime field operator \( A = \{\alpha_p\} \) is a family of functions, \( \alpha_p : \mathbb{F}_p^n \rightarrow \mathbb{F}_p \). Observe that the last bit problem \( L \) is a unary prime field operator. Given the standard representation \( R = (\ldots, \{\phi_p\}) \), we know \( \phi_p \) is invertible. This fact allows us to define the binary prime field operators:

\[
\begin{align*}
\text{min: } & \quad \text{min}_P(a, b) = \phi_p(\text{min}_N(\phi_p^{-1}(a), \phi_p^{-1}(b))) \\
\text{exp: } & \quad \text{exp}_P(a, b) = a^{\phi_p^{-1}(b)}
\end{align*}
\]

In order to state the equivalence results formally, we need some definitions:
• A circuit family \( \{a_p\} \) consists of \( A \)-arithmetic circuits if \( a_p \) is allowed to use the operator \( \alpha_p \) apart from \( F_p \)-arithmetic \((A = \{\alpha_p\})\).

• An \( n \)-ary prime field operator \( A = \{\alpha_p\} \) reduces to an operator \( B \) arithmetically \((A \leq_a B)\) iff there exists a \( p \)-bounded family of \( B \)-arithmetic circuits \( \{a_p : F_p^n \to F_p\} \) such that \( a_p \) and \( \alpha_p \) are functionally identical.

• \( A \) and \( B \) are arithmetically equivalent \((A \equiv_a B)\) iff \((A \leq_a B \text{ and } B \leq_a A)\).

**Theorem 5**

\( op \in \{\text{min}, \text{exp}\} \) implies \( op \equiv_a L \).

**Proof of Theorem 5:**

Observe that \( \phi_p^{-1} : F_p \to B^{[\log p]} \subseteq F_p^{[\log p]} \) is realized by a \( p \)-bounded family of \( L \)-arithmetic circuits, from which it follows that \( op \leq_a L \) for \( op \in \{\text{min}, \text{exp}\} \).

Conversely:

\[
\begin{align*}
l_p(a) &= \frac{2}{a} [\text{min}_p(a, \frac{a}{2}) - \frac{a}{2}] \text{ since } \text{min}_p(a, \frac{a}{2}) = \begin{cases} a, & \text{"a odd"} \\ \frac{a}{2}, & \text{"a even"} \end{cases} \\
l_p(a) &= \frac{1}{2} [1 - \text{exp}_p(p - 1, 2)] \text{ since } \text{exp}_p(p - 1, a) = \begin{cases} p - 1, & \text{"a odd"} \\ 1, & \text{"a even"} \end{cases}
\end{align*}
\]

Consequently, the arithmetic complexity of any of the operators, \( L \), \( \text{min} \), or \( \text{exp} \) determines the efficiency of arithmetic.

The efficiency of arithmetic is also connected to the possibility of doing modulo-arithmetic within the prime fields:

• Let the function \( f : \mathbb{N} \to \mathbb{N} \) be chosen such that \( f(p) \neq p \) for all primes \( p \). A prime field representation of modulo \( f \)-arithmetic is a tuple:

\[
R_f = (l, \{S_p\}, \{\oplus_p\}, \{\odot_p\}, \{\ominus_p\}, \{\otimes_p\}, \{\oslash_p\}, \{i_p\}, \{o_p\}, \{\psi_p\})
\]

such that:
\[ l : \mathbb{N} \to \mathbb{N} \]
\[ S_p \subseteq \mathbb{F}_p^{l(p)} \]
\[ \oplus_p, \ominus_p, \odot_p, \oslash_p : S_p \times S_p \to S_p \]
\[ \odot_p : S_p \to \{0, 1\} \subseteq \mathbb{F}_p \]
\[ i_p : \mathbb{F}_p \to S_p \]
\[ o_p : S_p \to \mathbb{F}_p \]

The semantics is given by \( \psi_p : S_p \to \mathbb{Z}_{f(p)} \).

\[
\psi_p(\bar{x} \oplus_p \bar{y}) = [\psi_p(\bar{x}) + \psi_p(\bar{y})] \mod f(p)
\]
\[
\psi_p(\bar{x} \ominus_p \bar{y}) = [\psi_p(\bar{x}) - \psi_p(\bar{y})] \mod f(p)
\]
\[
\psi_p(\bar{x} \odot_p \bar{y}) = [\psi_p(\bar{x}) \cdot \psi_p(\bar{y})] \mod f(p)
\]
\[
\psi_p(\bar{x} \oslash_p \bar{y}) = \begin{cases} 
[\psi_p(\bar{x})/\psi_p(\bar{y})] \mod f(p) & \text{if } \psi_p(\bar{y}) \text{ is a unit in } \mathbb{Z}_{f(p)} \\
\psi_p(\bar{x}) & \text{otherwise}
\end{cases}
\]
\[ \odot_p(a) = 1 \text{ iff } \psi_p(a) = 0 \]

In the following, let \( \phi_p \) denote the semantic function of the standard prime field representation:

\[
\psi_p(i_p(a)) = \phi_p^{-1}(a) \mod f(p) \quad \text{for } a \in \mathbb{F}_p
\]
\[
\phi_p(\bar{x}) = \phi_p(\psi_p(\bar{x}) \mod p) \quad \text{for } \bar{x} \in S_p
\]

By generalizing arithmetic equivalence from dealing with single operators on \( \mathbb{F}_p \) to encompass sets of operators on \( \mathbb{F}_p^n \) (in the obvious way) we may state:

**Theorem 6**

For any function \( f : \mathbb{N} \to \mathbb{N} \setminus \{0, 1\} \) such that \( f(p) \neq p \) for all primes \( p \), let \( R_f = (\ldots, \{\oplus_p\}, \{\ominus_p\}, \{\odot_p\}, \{\oslash_p\}, \{i_p\}, \{o_p\}) \) be an arbitrary prime field representation of modulo \( f \) arithmetic. In such case:

\[ L \leq_a \{\{\oplus_p\}, \{\ominus_p\}, \{\odot_p\}, \{\oslash_p\}, \{i_p\}, \{o_p\}\} \]
Proof of Theorem 6:

For

\( f(p) > p: \)

\[
 l_p(a) = 1 - \bigoplus_p \left( 2 \oplus_p i_p \left( \frac{a}{2} \right) \oplus_p i_p(a) \right)
\]

\( f(p) < p, f(p) \text{ even}: \)

\[
 l_p(a) = \bigoplus_p \left( \frac{f(p)}{2} \oplus_p i_p(a) \oplus_p \frac{f(p)}{2} \right)
\]

\( f(p) < p, f(p) \text{ odd}: \)

Observe that \( l_p((o_p(i_p(a)))) \) is zero iff \( 2 \cdot o_p(i_p(a) \oplus_p 2) - o_p(i_p(a)) \) is zero. Since \( o_p(i_p(a)) = \text{"a mod } f(p)\text{"} \), we can get the parity of all digits in a base \( f(p) \) representation of \( a \) in \( \log_{f(p)} p \leq \log_2(p) \) steps as above.

\( \Box \)
\textbf{Z}_p^2\text{-arithmetic and Witt-vectors}

The result just obtained establishes that arithmetic is efficient if mod $p$-arithmetic can efficiently simulate mod$f(p)$-arithmetic. This section deals specifically with simulations of $\text{Z}_p^2$-arithmetic by means of $\text{Z}_p$-arithmetic.

By using a nonstandard Witt-vector representation of $\text{Z}_p^2$, the last bit problem is split into two apparently easier problems: one of which is computing remainder modulo $p$ in $\text{Z}_p^2$, the other being computing the additive carry in Witt-vector representation of $\text{Z}_p^2$.

In what follows, we identify $\text{F}_p$ (and $\text{Z}_p$) with the standard representation, which is the natural numbers $\{0,1,\ldots,p-1\}$ equipped with mod$p$-arithmetic. Similarly $\text{Z}_p^2$ is identified with the set $\{0,1,\ldots,p^2-1\}$ equipped with mod $p^2$-arithmetic. We shall henceforth assume $p$ always denotes an odd prime. Ignoring the prime 2 is no severe restriction, since any algorithm or reduction can easily be fixed for a finite number of input sizes.

The subscript $p$ will be omitted in the following when no ambiguity arises.

The standard representation of $\text{Z}_p^2$ is the following:

\[S_2(\text{F}_p) = (\{l\}, \{S_p\}, \{\oplus_p\}, \{\ominus_p\}, \{\otimes_p\}, \{\oplus_p\}; \{i_p\}; \{o_p\}; \{\psi_p\})\]

where:

i) \(l\) is identically 2

ii) \(S_p = \text{F}_p \times \text{F}_p\)

iii) \(\psi_p : \text{F}_p^2 \rightarrow \text{Z}_p^2\)

\(\psi_p(x_0, x_1) = x_0 + px_1\)

(i)-(iii) determine the representation uniquely. Insertion and retraction are easy to compute:

\[i_p : \text{F}_p \rightarrow \text{F}_p^2, \quad i_p(x) = (x, 0)\]

\[o_p : \text{F}_p^2 \rightarrow \text{F}_p, \quad o_p(x_0, x_1) = x_0\]

Since $\psi_p$ is a bijection, the identity relation (specifically $\ominus_p$) is also easy to compute. Arithmetic is more difficult. Let the multiplicative and
additive carries be represented by binary prime field operators \( \pi, \sigma \) such that:

\[
(x_0, x_1) \oplus (y_0, y_1) = (x_0 + y_0, x_1 + y_1 + \sigma(x_0, y_0))
\]
\[
(x_0, x_1) \odot (y_0, y_1) = (x_0 \cdot y_0, x_0 \cdot y_1 + x_1 \cdot y_0 + \pi(x_0, y_0))
\]

It is fairly obvious that:

\[
l_p(x) = 0 \quad \text{iff} \quad i_p(2) \odot_p i_p(\frac{x}{2}) = i_p(x) \quad \text{iff} \quad \pi(2, \frac{x}{2}) = 0
\]

and

\[
l_p(x) = 0 \quad \text{iff} \quad i_p(\frac{x}{2}) \oplus_p i_p(\frac{x}{2}) = i_p(x) \quad \text{iff} \quad \sigma(\frac{x}{2}, \frac{x}{2}) = 0
\]

Consequently \( S_2(\mathbb{F}_p) \) is easily realizable by \( \mathbb{F}_p \)-arithmetic except possibly for the carry-functions:

**Theorem 7**

\( L \equiv_a \pi \equiv_a \sigma \)

Witt-vectors are an ingeneous construction for representing Abelian extensions of fields. The theory of Witt-vectors is described in [Encyclopedia 80, Greenberg 69, Hasse 49, Jacobson 64, Witt 37]. For the present, we simply render the Witt-vector representation of \( \mathbb{Z}_{p^2} \) in a way that emphasizes the carry-less nature of this representation. This property makes the representation specifically attractive for our purposes.

The Witt representation of \( \mathbb{Z}_{p^2} \) is:

\[
W_2(\mathbb{F}_p) = (l, \{S_p\}, \{\oplus_p\}, \{\odot_p\}, \{\oplus_p\}, \{\odot_p\}, \{i_p\}, \{o_p\}, \{\psi_p\})
\]

where

i) \( l \) is identically 2

ii) \( S_p = \mathbb{F}_p \times \mathbb{F}_p \)

iii) \( (x_0, x_1) \odot_p (y_0, y_1) = (x_0 \cdot y_0, x_0 \cdot y_1 + x_1 \cdot y_0) \)

iv) \( (0, x_1) \oplus_p (0, y_1) = (0, x_1 + y_1) \)

v) \( (x_0, 0) \oplus_p (0, y_1) = (x_0, y_1) \)

vi) \( \psi_p(0, 1) = p \)
We will verify later that properties i-vi determine the representation uniquely. Properties i and ii are shared with the standard representation; whereas, iii specifies multiplication as a convolution without carry. Property iv can only determine the representation up to an automorphism with respect to the multiplicative structure on $\mathbb{Z}_p$. Addition cannot be specified without carry, since the resulting structure would be of characteristic $p$. However, $\mathbb{Z}_p$ contains a unique additive subgroup of order $p$, consisting of the non-units. Property iv forces a simple addition for this subgroup. Property v specifies addition between some units and non-units. Because of properties iii-v, $W_2(\mathbb{F})$ offers a very simple (if not the simplest possible) simulation of $\mathbb{Z}_p$-arithmetic by means of $\mathbb{F}_p$-arithmetic. Property vi ensures that the characteristic is $p^2$.

The additive carry in $W_2(\mathbb{F}_p)$ is the binary prime field operator $g$ defined by:

$$g_p(x, y) \equiv \frac{x^p + y^p - (x + y)^p}{p}$$

where $\equiv$ denotes congruence modulo $p$. The righthandside expression is $p$-integral since:

$$x^p + y^p - (x + y)^p = -\sum_{n=1}^{p-1} \binom{p}{n} x^n y^{p-n}.$$ 

and the binomial coefficients are all divisible by $p$. Similarly the semantics of $W_2(\mathbb{F}_p)$ is expressed by means of a unary prime field operator $f$, defined by:

$$f_p(x) \equiv \frac{x - x^p}{p}$$

In proving the correctness of the representation, we need a lemma stating that $g$ has the required carry properties:

**Lemma 2**

A) $g(x, 0) = 0$

B) $g(x, -x) = 0$

C) $g(x, y) = g(y, x)$
D) \( g(x, y) + g(x + y, z) = g(x, y + z) + g(y, z) \)

E) \( g(xy, xz) = xg(y, z) \)

Proof of Lemma 2:

All identities (A)-(E) are simple consequences of the definition of \( g \).

\( \square \)

The correctness of \( W_2(F_p) \) may now be stated and proved.

Theorem 8

(a) \( W_2(F_p) \) uniquely determines a representation of the ring \( Z_{p^2} \).

(b) \( (x_0, x_1) \oplus_p (y_0, y_1) = (x_0 + y_0, x_1 + y_1 + g_p(x_0, y_0)) \)

(c) \( \psi_p(x_0, x_1) = x_0 + p(x_1 - f_p(x_0)) \)

Proof of Theorem 8:

We shall begin by establishing (b), (c) from which the uniqueness of the representation follows, and end by establishing existence. In what follows, we drop special representation syntax and write \(+, -, /\) for \( \oplus_p, \ominus_p, \odot_p, \oslash_p \) when no ambiguity arises; similarly, we drop the index \( p \) for \( f, g \). Initially the consequences of iii are explored.

Observe that the representation of 0 and 1 are uniquely determined by \( 0 \cdot x = 0 \) and \( 1 \cdot x = x \), giving:

1) \( \psi_p(0, 0) = 0 \)

2) \( \psi_p(1, 0) = 1 \)

In addition, the non-units of \( Z_{p^2} \) are precisely the elements of the set \( \{ x \mid x^2 = 0 \} \), which is easily recognized in the Witt-representation:

3) \( \{(0, x) \mid x \in Z_p\} \) represents \( \{xp \mid x \in Z_p\} \)

The multiplicative subgroup of \( Z_{p^2} \) has order \( p(p - 1) \) and is cyclic. Consequently there exist unique subgroups of orders \( 2, p, p - 1 \). By noting inductively that \( (x_0, x_1)^k = (x_0^k, kx_0^{k-1}x_1) \), we get:

4) \( \psi_p(-1, 0) = p^2 - 1 \), since \( \{(-1, 0), (1, 0)\} \) represents \( \{x \mid x^2 = 1\} \)
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(5) \( \{(x, 0) \mid x \in \mathbb{Z}_p^*\} \) represents \( \{x \mid x^{p-1} = 1\} \)

(6) \( \{(1, x) \mid x \in \mathbb{Z}_p\} \) represents \( \{x \mid x^p = 1\} \) which is \( \{1 + xp \mid x \in \mathbb{Z}_p\} \)

An implication of (4) is:

(7) \(- (x_0, x_1) = (-x_0, -x_1)\)

We also note:

(7.5) \((x_0, x_1)^{-1} = (x_0^{-1}, -x_0^{-2} \cdot x_1)\) for \(x_0 \neq 0\)

Next we investigate consequences of iv. By computing \((0, 1) \cdot ((x_0, 0) + (y_0, 0))\) in two different ways, we get:

(8) \((x_0, 0) + (y_0, 0) = (x_0 + y_0, \gamma(x_0, y_0))\) for some binary prime field function \(\gamma\).

By use of v we get:

(9) \((x_0, x_1) + (y_0, y_1) = (x_0 + y_0, x_1 + y_1 + \gamma(x_0, y_0))\)

By (2) and (9) it follows that \(\psi_p(x_0, x_1) \equiv x_0\), and that specifically \(x_0^p \equiv \psi_p(x_0, 0)\) by (5). In addition by vi and iv, \(\psi_p(0, x_1) = x_1 p\). Hence the semantics of \(W_2(\mathbb{F}_p)\) is:

(10) \(\psi_p(x_0, x_1) = \psi_p(x_0, 0) + \psi_p(0, x_1) \equiv x_0^p + x_1 p \equiv x_0 + p(x_1 - f(x_0))\)

and consequently:

(11) \(\psi_p(x_0, f(x_0)) = x_0\)

We have now established the uniqueness part of Theorem 8 and may confirm that \(\gamma = g\) using the \(W_2(\mathbb{F}_p)\)-representation:

\[
g(x_0, y_0) = \frac{1}{p}[x_0^p + y_0^p - (x_0 + y_0)^p] \\
= \frac{1}{p}[(x_0, 0) + (y_0, 0) - (x_0 + y_0, 0)] \\
= \frac{1}{p}[(0, \gamma(x_0, y_0))] = \gamma(x_0, y_0)
\]
Finally, we must verify that \( W_2(\mathbf{F}) \) is a commutative ring: this is checked by trivial computations using Lemma 2, iii, (b) and (1), (2), (7) and (7.5).

\[ \square \]

By exploiting commutative diagrams between \( W_2(\mathbf{F}_p) \) and \( S_2(\mathbf{F}_p) \) we may reduce \( L \) and the carry-functions to \( f \):

**Theorem 9**

1) \( g \leq_a f \):

\[
g(x, 1) = \begin{cases} 
  f(x + 1) - f(x) & \text{when } x \neq -1 \\
  0 & \text{otherwise}
\end{cases}
\]

2) \( \pi \leq_a f \):

\[
\pi(x, y) = x \cdot f(y) + y \cdot f(x) - f(xy)
\]

3) \( \sigma \leq_a f \):

\[
\sigma(x, y) = f(x) + f(y) + g(x, y) - f(x + y)
\]

4) \( L \leq_a f \):

\[
l(x) = 2f\left(\frac{x}{2}\right) + \frac{x}{2}f(2) - f(x)
\]

**Proof of Theorem 9:**

1) The stated identity is a simple consequence of the definitions of \( f \) and \( g \). The full reduction \( (g \leq_a f) \) follows by the distributivity of \( g \) (Lemma 2).

2) Routing the pair \((x_0, x_1), (y_0, y_1)\) through the following commutative diagram in two different ways establishes 2 (where \( \Psi(x_0, x_1) = (x_0, x_1 - f(x_0)) \) is the canonical isomorphism between the two representations of \( \mathbf{Z}_{p^2} \)):
3) Similar to 2, except using addition.

4) Follows from 2, by observing that \( l(x) = \pi(2, \frac{x}{2}) \).

\[ \square \]

Viewed as a computational problem, \( f \) certainly has a \( p \)-bounded general solution, which implies the existence of possibly non-uniform reductions from \( f \) to \( L \) and \( \sigma \). Conversely (by Theorem 9), there exists trivial uniform reductions from \( L, \pi, \sigma \) and \( g \) to \( f \). This indicates that \( f \) is canonical among the problems that are arithmetically equivalent to \( L \). Clearly, the determination of \( f \)'s arithmetic complexity resolves the question of the efficiency of finite field arithmetic.

Similarly, \( g \) may be viewed as a computational problem. Apparently there is no simple reduction of \( f \) to \( g \). By Theorem 9 such a reduction would imply summation of the \( g \) function. Summation is related to the Bernoulli polynomials and by using \( W_2(F_p) \) we can split the \( f \)-problem into two hopefully simpler problems: namely \( g \) – the additive carry in \( W_2(F_p) \), and \( m \) – the modulo-\( p \) operation in \( \mathbb{Z}_{p^2} \). It turns out that \( g \) is a pseudo-logarithm and \( m \) is almost a Bernoulli polynomial.

We start by transferring our previous definitions of an arithmetic model of computation to the family of rings \( \mathbb{Z}_{p^2} \):

i) A \( \mathbb{Z}_{p^2} \)-computational problem \( \Delta = \{ \delta_p \} \) is a family of functions \( \delta_p : \mathbb{Z}_{p^2} \to \mathbb{Z}_{p^2} \), one function for every prime.

ii) A family of \( \mathbb{Z}_{p^2} \)-arithmetic circuits \( \{ a_p \} \) contains for every prime a circuit \( a_p \) that uses \( \mathbb{Z}_{p^2} \)-arithmetic \( (+, \cdot) \) and \( \mathbb{Z}_{p^2} \)-constants.

iii) An arithmetic solution to \( \Delta \) consists of a family \( \{ a_p \} \) of \( \mathbb{Z}_{p^2} \)-arithmetic circuits such that \( a_p \) computes a unary function and \( a_p \) and \( \delta_p \) are functionally identical for all \( p \).

iv) The input size for a \( \mathbb{Z}_{p^2} \)-problem or circuit indexed by \( p \) is taken to be \( \log p \). Given this, the previous definitions of complexity and \( p \)-boundedness apply.

v) The modulo-problem \( m = \{ m_p \} \), is given by \( m_p(a + bp) = a \) for \( a, b \in \mathbb{Z}_p \).

Ignoring the fact that some \( \mathbb{Z}_{p^2} \)-problems have no arithmetic solutions, it seems clear that the modulo problem plays a role in \( \mathbb{Z}_{p^2} \) similar to the
role of the last bit problem in \( \mathbb{Z}_p \). In fact, \( f \), and thus \( L \), may be reduced to \( g \) and \( m \). It should be noted that some \( \mathbb{Z}_{p^2} \)-problems have no arithmetic solutions. As an example consider \( \{ \delta \} \), where \( \delta_p(a + bp) = b \), for \( a, b \) in \( \mathbb{Z}_p \).

**Theorem 10**

1. If \( f \) has a p-bounded solution, so has \( m \).

2. If \( m \) and \( g \) both have p-bounded arithmetic solutions, then \( f \) has a p-bounded arithmetic solution.

**Proof of Theorem 10:**

1. Assume \( \{ \varphi_p \} \) is a p-bounded arithmetic solution to \( f \), and construct a family of \( \mathbb{Z}_{p^2} \)-arithmetic circuits \( \{ \hat{\varphi}_p \} \) identical to \( \{ \varphi_p \} \) except for the change of arithmetic basis. Observe that \( m_p(x) \equiv \frac{x^p}{p} + p\hat{\varphi}_p(x) \). This follows from the observation that in the Witt representation \( m_p((x_0, x_1)) = (x_0, f(x_0)) \).

2. Let \( \{ \mu_p \} \) be a p-bounded arithmetic solution to \( m \), i.e. \( \mu_p \) uses \( \mathbb{Z}_{p^2} \)-arithmetic. Assuming \( g \) has a p-bounded arithmetic solution, we may find p-bounded \( \mathbb{Z}_p \)-arithmetic circuits for \( \oplus_p, \circ_p \) in the \( W_2(\mathbb{F}_p) \) representation of \( \mathbb{Z}_{p^2} \). Substitute these into \( \{ \mu_p \} \) to obtain a p-bounded family of \( \mathbb{Z}_p \)-arithmetic circuits \( \{ \hat{\mu}_p : \mathbb{Z}_p \times \mathbb{Z}_p \rightarrow \mathbb{Z}_p \times \mathbb{Z}_p \} \). A p-bounded arithmetic solution to \( f \) follows immediately by observing that \( f_p(x) \) equals the second component of \( \hat{\mu}_p(x, 0) \).

\[ \square \]

In the following, \( m \) and \( g \) will be related respectively to the Bernoulli polynomials and the natural logarithm. These results indicate that \( m \) and \( g \) have quite different properties. This suggests that the reduction of \( f \) to \( \{ m, g \} \) is a true simplification.

A thorough introduction to Bernoulli polynomials may be found in [Lang 78, Nörlund 24]. First we restate the basic definitions:

- The infinite set of Bernoulli numbers \( \{ B_k \} \subset \mathbb{Q} \) is defined by

\[ \frac{t}{e^t - 1} = \sum_{k=0}^{\infty} \frac{B_k t^k}{k!} \]
and

- the infinite set of Bernoulli polynomials \( \{B_k(x)\} \subseteq \mathbb{Q}[x] \) is defined by

\[
\frac{te^{tx}}{e^t - 1} = \sum_{k=0}^{\infty} B_k(x) \frac{t^k}{k!}
\]

And second, the basic propositions:

1. \( B_0 = 1, B_1 = -\frac{1}{2}, B_{2k+1} = 0 \) for \( k \geq 1 \).

2. Let \( \alpha \) be a residue class mod \( p - 1 \) and let \( k, l \in \alpha \), and \( k, l \) different from zero:
   - (Kummer's Congruence:) if \( 0 \not\in \alpha \) then \( B_k, B_l \) are \( p \)-integral and \( \frac{B_k}{k} \equiv \frac{B_l}{l} \)
   - (Von Staudt's Congruence:) if \( 0 \in \alpha \) then \( pB_k \equiv -1 \)

3. \( B_k(x) = \sum_{i=0}^{k} \binom{k}{i} B_{k-i}x^i \)

4. \( \frac{d}{dx}B_k(x) = k \cdot B_{k-1}(x) \) and \( B_k(x+1) - B_k(x) = k \cdot x^{k-1} \)

5. \( B_k(x) = N^{k-1} \sum_{n=0}^{N-1} B_k(x + \frac{a}{N}) \), for \( N \geq 1 \) and
   \( B_k(x) = (-1)^{k-1}B_k(1 - x) \)

Proposition 2 assures that \( B_1, \ldots, B_{p-2} \) and \( pB_{p-1} \) are defined in \( \mathbb{Z}_p \) and \( \mathbb{Z}_{p^2} \). In addition Proposition 3 assures that \( B_k(x) \) is well-defined in \( \mathbb{Z}_p \) when \( k < p - 1 \).

Using Propositions 1-5, \( m \) may be characterized:

**Theorem 11**

1. \( m_p(x) \equiv B_p(x + 1) + (1 - p)x \)

2. \( m_p(x) = \sum_{n=1}^{p} a_n x^n \), where \( a_n = p \cdot B_{p-n} \) for \( 2 \leq n \leq p - 1 \), \( a_p = 1 \) and \( a_1 = p \cdot B_{p-1} + (1 - p) = p \sum_{k=1}^{p-2} \frac{B_k}{k} \)

**Proof of Theorem 11:**

1. By Proposition 4, \( B_p(x + 1) = p \sum_{n=0}^{x} n^{p-1} \), since \( B_p(0) = 0 \). However \( \sum_{n=0}^{x} n^{p-1} \equiv a - b \) for \( x = a + bp \), where \( a, b \in \mathbb{Z}_p \). Hence, \( B_p(x + 1) \equiv px + m_p(x) - x \) from which the result follows.
2. The power series expansion follows from 1. and Propositions 1, 3 and 4 when using \( \left( \frac{p-1}{i} \right) \equiv (-1)^i \). The alternative definition of \( a_1 \) comes from \( m_p(1) = 1 \).

\( \square \)

This result implies that identities for the Bernoulli polynomials such as Proposition 5 may be exploited when computing \( m_p(x) \). The power series for \( m \) easily gives a power series for \( f \):

**Theorem 12**

\[
f_p(x) = \sum_{n=1}^{p-1} b_n x^n, \text{ where}
\]

\[
b_n = \frac{B_{p-n}}{n}, \text{ for } 2 \leq n \leq p - 1 \text{ and}
\]

\[
b_1 = \frac{pB_{p-1} + 1}{p} - 1 = \sum_{k=1}^{p-2} \frac{B_k}{k}
\]

**Proof of Theorem 12:**

This follows from Theorem 11(2) and the relation between \( m \) and \( f \) used in the proof of Theorem 10, i.e. \( m_p(x) \equiv x^p + pf_p(x) \).

\( \square \)

The identities for \( B_p(x) \) can be interpreted as \( f \) identities, e.g. \( f(x) + f(-x) = x^{p-1} \).

Next we turn to \( g \). The natural logarithm will be denoted by \( ln \). The facts that are needed to characterize \( g \) are as follows (see [Stewart 83]):

\[ \bullet \ln(1 + x) = -\sum_{n=1}^{\infty} \frac{1}{n}(-x)^n, \quad -1 < x \leq 1 \]

\[ \bullet \ln(x \cdot y) = \ln(x) + \ln(y), \quad x, y > 0 \]

This leads to the following result:

**Theorem 13**

(a) \( g(x, 1) = \sum_{n=1}^{p-1} \frac{1}{n}(-x)^n \)

(b) \( g(x, 1) \equiv (x + 1)[\frac{1}{p}ln(1 + x^p) - ln(1 + x)] \)
Proof of Theorem 13:

(a) \( g(x, y) \equiv \frac{p}{p} \sum_{n=1}^{p-1} \left( \binom{p}{n} x^n y^{p-n} = \right.

\left. - \sum_{n=1}^{p-1} \frac{1}{n} \left( \binom{p-1}{n-1} x^n y^{p-n} \right) \equiv \sum_{n=1}^{p-1} \frac{1}{n} (-x)^n y^{p-n} \right) \)

(b) \( \frac{1}{p} \ln(1 + x^p) - \ln(1 + x) = -\frac{1}{p} \sum_{n=1}^{\infty} \frac{1}{n} (-x^p)^n + \sum_{n=1}^{\infty} \frac{1}{n} (-x)^n = \sum_{n \neq p} \frac{1}{n} (-x)^n \)

\( = \sum_{k=0}^{\infty} \sum_{n=1}^{p-1} \frac{1}{n+p+k} (-x)^{n+p+k} \equiv \left( \sum_{k=0}^{\infty} (-x)^k \right) \left( \sum_{k=1}^{p-1} \frac{1}{n} (-x)^n \right) \equiv \frac{1}{1+x} g(x, 1) \)

\[ \square \]

Define a unary prime field operator \( k \) by

\[ k(x) = \frac{g(1, -x)}{1 - x} \text{ where } x \neq 1 \]

This \( k \) fulfills:

**Theorem 14**

(a) \( k \equiv_a g \)

(b) \( k(\frac{1}{x}) = k(x) \)

(c) Let \( a \neq 1 \) have \( n \) distinct \( n \)th roots \( r_1, \ldots, r_n \). Then \( k(a) = \sum_{i=1}^{n} k(r_i) \).

**Proof of Theorem 14:**

Observe that \( k(x) \equiv \frac{1}{p} \ln(\frac{x^p-1}{1-x^p}) \). Then

(a) is obvious.

(b) \( k(\frac{1}{x}) \equiv \frac{1}{p} \ln(\frac{1-x^p}{1-\frac{1}{x^p}}) = \frac{1}{p} \ln(\frac{x^p-1}{(1-x)^p}) \equiv k(x) \)

(c) The polynomial \( (x^p - a) \) factors as \( (x - r_1) \ldots (x - r_n) \). Specifically as \( (1-a) = \prod_{i=1}^{n} (1-r_i) \). Furthermore, \( r_i^p, \ldots, r_i^p \) are the \( n \)th roots of \( a^p \), from which it follows that \( 1 - a^p = \prod_{i=1}^{n} (1-r_i^p) \). Hence, \( k(a) \equiv \frac{1}{p} \ln(\frac{1-a^p}{(1-a)^p}) = \sum_{i=1}^{n} \frac{1}{p} \ln(\frac{1-r_i^p}{(1-r_i)^p}) \equiv \sum_{i=1}^{n} k(r_i) \).

\[ \square \]
Conclusion

We have shown that

- Finite field arithmetic is adequate for all efficient computations over fields of bounded characteristic.

- Finite field arithmetic is adequate for all efficient computations if and only if the function $f(x) \equiv (x - x^p) \pmod{p}$ has polynomial size arithmetic circuits over $\mathbb{Z}_p$.

- The function $f(x)$ has polynomial size arithmetic circuits if and only if the functions $g(x, y) \equiv (x^p + y^p - (x+y)^p) \pmod{p}$ and $m(x) \equiv x \mod p$ both have polynomial size arithmetic circuits over $\mathbb{Z}_p$ and $\mathbb{Z}_{p^2}$ respectively.

- $m_p(x) \equiv B_p(x + 1) + (1 - p)x$ where $B_p$ is the $p$'th Bernoulli polynomial.

- The power series for $f$ is obtained by using the identity $m_p(x) \equiv x^p + p(f(x))$.

- $g(x, y) = -\sum_{i=1}^{p-1} \frac{(-1)^i x^i y^{p-i}}{i}$ and is thus formally related to the natural logarithm.

These findings suggest that:

- Because of the obscure nature of arithmetic computations for the function $f$, it is wise to consider more than just arithmetic operations when designing algorithms to compute the discrete logarithm.

- In the case of characteristic 2 finite fields, there is a natural bijection with bit strings. By using this, arithmetic lower bounds may be used to provide lower bounds on boolean circuit size.

- The status of arithmetic in finite fields can be resolved by investigating the complexity of $m$ and $g$. 
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