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Abstract

Completeness is shown for several versions of Girard’s linear logic with
respect to Petri nets as the class of models. The strongest logic consid-
ered is intuitionistic linear logic, with ®, —o, &, ® and the exponential !
(“of course”), and forms of quantification. This logic is shown sound and
complete with respect to atomic nets (these include nets in which every
transition leads to a nonempty multiset of places). The logic is remarkably
expressive, enabling descriptions of the kinds of properties one might wish to
show of nets; in particular, negative properties, asserting the impossibility
of an assertion, can also be expressed.

1 Introduction

In [EW90] it was shown how Petri nets can naturally be made into models
of Girard’s linear logic in such a way that many properties one might wish
to state of nets become expressible in linear logic. We refer the reader to
the [EW90] for more background and a discussion of other work. That
paper left open the important question of completeness for the logic with
respect to nets as a model. The question is settled here.
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We restrict attention to Girard’s intuitionistic linear logic. Our strongest
result is for the full logic described in [GL87, Laf88], viz. it includes

®, —o, P, &, and !

though at a cost, to the purity of the linear logic, of adding quantifi-
cation over markings and axioms special to the net semantics. For this
strongest completeness result, a slight restriction is also made to the Petri
nets considered as models; they should be atomic (see definition 22), but
fortunately this restriction is one generally met, and even often enforced,
in working with Petri nets. The step of considering only atomic nets as
models has two important pay-offs: one is that the exponential !A be-
comes definable as A & 1, where 1 is the unit of ®; the other is that we
can say internally, within the logic, that an assertion is not satisfied—the
possibility of asserting such negative properties boosts the logic’s expres-
sive power considerably. We can achieve completeness for more modest
fragments of the logic without extra axioms and with respect to the entire
class of nets as models (see section 6).

The work here contrasts with other approaches to linear logic on Petri
nets in that they either apply only to much smaller fragments of the logic
such as the ®-fragment (cf. [GG89]), or use the transitions of a Petri
net to freely generate a linear-logic theory (cf. [MOM91]), in which case
the logic becomes rather inexpressive, and in particular cannot capture
negative properties, or they don’t address completeness at all.

While it is claimed that this paper together with [EW90] help in the
understanding of linear logic, it is also hoped that, through these results,
linear logic will come to be of use in reasoning about Petri nets and,
through them, in concurrent computation.

2 Linear Intuitionistic Logic

The connectives of linear intuitionistic logic are:

® tensor, with unit 1, called one,
& conjunction, with unit T, called true,
@ disjunction, with unit F, called false.



We take as the definition of linear intuitionistic logic the proof rules
presented in [GL87, Laf88]:

Structural rules

A AAFB T A,B,AFC

= A(ldentlty) T AFB (cut) T BAAF C(exchange)
Logical rules
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We use I' as an abbreviation for a (possibly empty) sequence Aq,..., A,

of assumption formulae.

The absence of the rules for thinning and contraction is compensated,
to some extent, by the addition of the logical operator “of course”. In
[GL87, Laf88] this operator is presented with the following proof rules
(stronger than those in [Gir87]):

“Of course” rules

1
A A AF1 IAFIA®IA (1)

B-A B+-1 B-FB®B @)
BF1A

Given a proposition A, the assertion of !A has the possibility of being
instantiated by the proposition A, the unit 1 or !A ® !A, and thus of
arbitrarily many assertions of !A.



3 Quantale Interpretation

As recognised by several people [AV8S8, Yet90, Ros90, Sam]|, quantales’
provide an algebraic semantics for linear intuitionistic logic. Quantales
are to linear intuitionistic logic as complete Heyting algebras are to intu-
itionistic logic. A quantale is a commutative monoid on a complete join
semilattice. Spelled out:

Definition 1 A quantale Q is a complete join semilattice (i.e. a partial
order with an operation forming joins of arbitrary sets) together with an
associative, commutative, binary operation ® and constant 1 such that

q®1=q
q@VP =V{q®p|pe P} 0

Entailment is interpreted as the order relation, <, on the underlying
lattice of a quantale. The logical operation, ®, is interpreted by the cor-
responding binary operation in the quantale and the logical constant 1
is interpreted as 1 in the quantale. The disjunction, &, of linear logic
is understood as binary join and the conjunction, &, as binary meet.
The logical constants T and F are interpreted as the top and bottom ele-
ment respectively of the complete lattice. Linear implication is a derived
operation:

p—oq=as\V{r|r®p<q}
with respect to a quantale. The definition is analogous to that of impli-

cation on a complete Heyting algebra, but this time w.r.t. ® in place of
A. The definition of linear implication ensures the adjunction:

rop<q it r<p-—ogq

With respect to a quantale, and interpretations of the atomic propositions
as elements of a quantale, we can inductively associate a proposition A in
linear logic with its denotation as a quantale element [A]. An entailment

Ay, A=A

1 As originally defined, quantales need not be commutative and should satisfy the idempotency
law ¢ ® ¢ = q. We shall take quantales to be commutative and relax the idempotency law.



holds in the quantale iff
[Al] ® - @ [A,] < [A] .

The special case where n = 0 is allowed, in which case the situation
amounts to

= A iff 1<[A] .

It is a routine matter to check that each rule is sound with respect to
this interpretation. For example the right and left introduction rules for
disjunction, @, and conjunction, &, express that they are the join and
meet with respect to entailment. In this way it can be seen that, with
respect to a quantale:

Theorem 2 If A then = A.

We have so far ignored the treatment of !A. The rules of (1) for |A are
interderivable with the following single rule:

IAF1& A& (IA®A)

So, as an interpretation of !g, for an element ¢ of a quantale, we require
an element x such that

r<1&q&(z®@x) . (3)

This will not in general characterise a unique value of the quantale; for
instance taking x to be the bottom element of the lattice will always do.
However from (2) it follows that any x satisfying (3) should be below lg,
and hence !q should be the greatest postfixed point, and so fixed point,
of

r—1&q& (x® )

in the complete lattice given together with the quantale. Such a solution
ensures the soundness of the proof rules extended by those for !A.

4 Petri Nets

Petri nets are a model of processes (or systems) in terms of types of re-
sources, represented by places which can hold to arbitrary nonnegative
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multiplicity, and how those resources are consumed or produced by ac-
tions, represented by transitions. They are described using the notation
of multisets.

A multiset over a set P is a function, M : P — IN. We shall henceforth
only be concerned with finite multisets, i.e. {a € P | M(a) # 0} finite.
With addition, +, of multisets defined by (M + M')(a) = M (a) + M'(a)
for all @ € P, multisets over P form a (free) commutative monoid with 0
(Va € P.0(a) = 0), the empty multiset, as unit.

We take a Petri net N to consist of (P,T,*(—),(—)*), where P, a set of
places, and T, a set of transitions, are accompanied by maps *(—), (—)*
on transitions 7" which for each t € T give a multiset of P, called the
pre- and post (multi)set of ¢ respectively. For the moment there are none
of the usual restrictions on the net, such as absence of isolated elements,
and in particular transitions with empty pre sets and/or post sets will
be allowed. And we are actually considering nets with unconstrained
capacity.

A Petri net possesses a notion of state, intuitively corresponding to a
finite distribution of resources, formalized in the definition of a marking.
A marking of N will simply be a finite multiset over P. We use M
to denote the set of markings of the net, understood from the context.
Sometimes nets are associated with an initial marking M. The behaviour
of a net is expressed by saying how markings change as transitions occur
(or fire). For markings, M, M’', and a transition ¢t € T, M [t) M’ stands
for ¢ fires from M to M’; that is the firing relation [t) is given by

Mty M iff 3IM" e M.M=M"+*and t*+ M" = M

So t is enabled at M if there is an M’ € M such that M [t) M'. We
shall write M — M’ for the reachability relation, the reflexive and tran-
sitive closure of the firing relations. We shall use |[(M) to denote the

set of markings which can reach M. We will generally call this set the
downwards closure of M. It is defined by [(M) ={M'e M | M' — M}.

Petri nets can be presented by using the well-known graphical notation,
which we will use in an example. Places are represented by circles, tran-
sitions as squares, and arcs of appropriate multiplicities used to indicate
the pre and post sets. The formal definitions can then be brought to life
in the so called “token game” where markings are visualized as consist-
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ing of a distribution of tokens over places; the number of tokens residing
on a place expresses the multiplicity to which it holds according to the
marking. The tokens are consumed and produced as transitions occur.
A basic reference for Petri nets is [Rei85].

5 Petri-Net Interpretation

For simplicity we consider a linear logic language where the atomic propo-
sitions are places of nets. I.e. formulae are given by:

A==T|F|1 constants
| a atoms
| A® A| A— A multiplicative connectives
| A& A| A® A additive connectives
| 1A exponential connective

We make the choice of interpreting an atomic proposition as the down-
wards closure of the associated place, but we could just as well have used
the downwards closure of some marking without altering our results. This
choice is consistent with the following intuitive understanding: the de-
notation of an assertion is to be thought of as the set of requirements
sufficient to establish it. This reading will be discussed further shortly,
after presenting the semantics. More abstractly, we are giving a seman-
tics in a quantale Q consisting of downwards-closed subsets of markings
with respect to reachability, ordered by inclusion, with a binary operation
given by

G ® @ =g {M | IM) € qi, My € go. M — M, + My} .
With respect to a net N, linear logic formulae are interpreted as follows.

The denotation of an assertion can be thought of as consisting of the set
of markings which satisty it.



[[T]]N =M

[[F]]N =0

[1]y ={M | M — 0}
[a] v ={M | M — a}

[A@ By ={M |3IMy € [A]y,Mp € [B]y.- M — M+ Mg}
[[A—OB]]N:{M|VMA€ [[A]]N.M-I—MAG [[B]]N}

[A& Bly =[A]y N [Bly

[A® Bly =[A]yV[B]y

['A] v = J{¢ | q a postfixed point of x — 1N [A]y N (z @ z)}

The final clause gives the denotation of !A as a maximum fixed point.
The above definitions correspond to the quantale semantics which is de-
termined once we fix the interpretation of atoms (see [EW90]). The
semantics of [Bro89] is similar, but somehow dual to that here.

Because of the interpretation of 1, validity of an assertion A for the given
net, N, is defined by

=y A it 0e[A]y -
Semantic entailment between assertions A and B is given by
AbyB it [Aly C[Bly -
Because of the interpretation of linear implication, this is equivalent to
=y A— B .

For I' = A;,..., A, denote 41 ® ---® A, by @ '. We write I' =y B for

Q' =n B.
General validity, = A, of an assertion A is defined by

=A iff E=n A, for every net N

and with respect to entailment: I' = B iff I' =5 B, for every net N.

As a special case that quantale semantics is sound, we have the soundness
result:

Theorem 3 IfI'+ A then I' = A.



So we see that with respect to a Petri net, an assertion A is denoted by
a set of markings [A] . As we have discussed, a marking of net can be
viewed as a distribution of resources. When M € [A], we can think
of the marking M as a distribution of resources sufficient to establish
A according to the net; in this sense the marking M is one of the (in
general many) requirements sufficient to establish A. The meaning of
an assertion A is specified by saying what requirements are sufficient to
establish it—this is the content of the denotation [A],. Accordingly, a
net satisfies an assertion A when 0 € [A],, expressing that A can be
established with no resources.

This reading squares with the fact that assertions denote subsets of mark-
ings which are downwards closed with respect to the reachability relation
of the net; if M € [A], so M is a requirement sufficient to establish A,
and M' — M so we can obtain M for M’, then so also is M’ a sufficient
requirement of A. Casting an eye over the definition of the semantics of
assertions we can read, for example, the definition of [a],, for an atom
a, as expressing that a sufficient requirement of a is any marking from
which the (singleton) marking a can be reached according to the net.
Similarly, the sufficient requirements of A §& B are precisely those which
are sufficient requirements of both A and of B. An element of [A — B]
can be seen as what is required, in addition to any requirement of A, in
order to establish B. There are similar restatements of the semantics for
the other connectives as well.

This understanding should be born in mind when considering the exam-
ple that follows, where we make use of the fact that ®, & and & are
associative and assume the precedence: —o < &, ® < ®.

Notation: For a multiset, M, of assertions of our logic, we associate
the formula M which when M is nonempty is given by

n

R AMW  where A=1and A"=A®---Q A, forn >0
M(A)#0

and otherwise, when M = 0, is given by the formula 1. We shall not
bother to distinguish M and M except for a few crucial statements and
proofs.

We can then express that one marking, M’, is reachable from another M:
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Proposition 4 For any multisets of atoms M and M’,

M — M’ in the net N iff |ExM—oM .

Example 5 (Mutual exclusion) Consider the net N:

LU C
c1 1 Qup wy () P2 C2

L Sl

where the marking of the place w; indicates that the first process, p1, is
working outside its critical region, ¢;, and similarly for the other process,
p2. The resource corresponding to b is used to ensure mutual exclusion
of the critical regions and after a process has been in its critical region it
returns a resource, a, which then is prepared (transformed into b) for the
next turn. The initial marking, M, will be My = b®w; @w,. We can now
express that e.g. p; can enter its critical region (from the initial marking)
by: En My— c; ® T. However this does not ensure that no undesired
tokens are present, so it is better to express it: =y My —o c; ® wo. If the
system is in a “working state” then both processes have the possibility of
entering their critical section: E=x w1 ® (a ®b) ® we —o 1 ® we & W1 R co.
The property, that when p; is in its critical section and p, is working it is
possible that p, can later come into its critical section with p; working, is
expressed by: F=n ¢1 ® wy —o wy ® co. Similar other “positive” properties
can be expressed. Shortly we shall see how to express the “negative”
property that both processes cannot be in their critical regions at the
same time.

6 Elementary Completeness Results

In this section we shall be concerned with completeness results for differ-
ent fragments of linear logic without exponentials.

We start by sketching the completeness proof for quantale semantics.
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The idea in showing completeness is to build a quantale by taking the
ideal completion of the Lindenbaum algebra. More precisely take () to
be C-ordered set of subsets I of assertions of linear logic, without expo-
nentials, such that

AFBel= Ael,

Xdnl=@pXecl
(We understand @ = F)

The ®-operation on ideals is got by taking:
I®J:d6f{0 | HAEI,B e J. CI—A@)B} .

That this yields an ideal follows routinely: clearly I ® J is closed with
respect to entailment, t.e. B C € I ® J implies B € I ® J; it is closed
under @ because it contains @) =F andif C,C' € I® J then C+ A® B
and C'+ A ® B, for A,A" € I, B, B' € J, whence

CaC'F(A®B)a® (A ® D)
F(A®B) @ (A @B @ (AB)d (A ®B)
F(Ae A)®(Be B),

where (A@ A') € I and (B@® B’) € J thus ensuring C & C’ € I ® J—thus
it is closed under ®.

The quantale () interprets assertions once we decide to interpret atoms
a in the following way:

[alo={B | BFa} .

It is a relatively simple matter to show the following agreement between
the semantics in the constructed quantale and the proof system:

Lemma 6 Letting A be an assertion of linear logic without exponentials,

[Alo={B|BF A} .

Proof By structural induction. We consider two cases:

A = A; ® Ay The denotation [A; & As], = [Ai]g V [A2]g, the join
in (), which contains A; & A,, and hence must equal the principal ideal
{B| BF A & Ay}
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A= A; — Ay: By definition,

[A1 — Ao = VI | IQ[Ailg C [A2]p}

a join in () which contains A; — Ay and hence includes the principal
ideal {B | BF A; — As}. It is in fact equal to this principal ideal. To
see this, let B € I where I ® [A;], C [A2],. Then B ® A; € [As]g, so
by structural induction B ® A; - As, whence B+ A; —o As. O

Corollary 7 Let A be an assertion of linear logic without exponentials.
Then

=0 A iff FA.

As a corollary we from A - B iff F A — B obtain completeness with
respect to quantales:

Theorem 8 For the fragment without exponentials we have:

TEA iff THA.

In the remaining sections we shall only be concerned with completeness
proofs for net semantics.

6.1 Completeness for the @-free Fragment
Restrict the syntax to the fragment:

AZI:T|1’CL|A1&A2|A1®A2|A1—OA2 (@—free)

where a ranges over atoms. For the ®-free fragment we construct a net N
where the places are formulae and the transitions essentially correspond
to the provable sequents. l.e.

e Places are assertions of (®-free) above.

e Transitions are pairs (M, M') of multisets of places for which M F
M’ with pre- and postset maps *(M, M') = M and (M, M')* = M’.

12



Lemma 9 For markings M, M’ of the net N,

M — M’ in the net  iff Mt M .

Proof “if”: It is clear by definition that if M + M’ then M — M’ for
any markings M, M' € M.

“only if”: Follows by a simple inductive argument once we have estab-
lished
M [t) M’ implies M + M’ .
However, if M [t) M’ then, by definition, there is some M” € M such
that
M=M"+*tand t*+M" =M.

From *t - * we derive M” @ *t F #* @ M”. The result then follows from
M - M” @ *t and M’ - t* @ M. O

Lemma 10 For the ®-free fragment we have: [A]y = {M | M - A}.

Proof By induction on the structure of A using the previous lemma.

A=T: [Tly=M={M e M| MFET} by axiom I' T (recall M
consists of finite multisets).

A=1 y={MeM|M—-0={MecM|MFOQ=1}by
lemma 9.

A=a o]y ={MeM|M —a}={M e M| MFt a} by lemma 9.

A= Al & Agi

M e [[Al X AQ]]N
& dM € [[Al]]N,MQ € [[AQ]]N. M — M, + M, by deﬁnition,
4 ElMl,MQ e M. M1 + Al,MQ + A2 and M — M1 + M2 by induction,
& dMy, My € M. My = Al,MQ HAs and M+ My ® M, by lemma 9,
& ME A ®A; by (F®), (®F) and (identity).

A= Al —0 AQZ
M € [[Al —o Ag]]N < VM, € [[Al]]]\b M+ M, € [[AZ]]N by definition,
~ VMl e M. M1 - A1 =M M1 H A2 by induction,
= M F A; — Ay by (F—o) and (identity).
To see “<” suppose M F A; —o Ay. From (—ob) we derive M, A; - As.
Using (cut) and M; F A; we then get M, M; - As.
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A= Al & AQZ
M e [A & Aoy & M € [Ai]y and M € [Ay] y by definition,
< M EF Ay and M As by induction,
= Mt Ay & Ay by (F&).
For the other direction “<” we by (identity) and ({&F) obtain A; & Az F
Aj and so M F A; from M+ Ay & Ay and (cut). By symmetry M F As.
O

Because = A follows from = A, and the fragment contains implication
we deduce:

Theorem 11 For the @-free fragment we have:

TEA iff THA.

As observed by Sergei Soloviev, the net need for a particular sequent
only to be constructed with a finite number of places corresponding to
subformulae of the sequent. However, it not clear that the net can be
finite if the sequent contains & or —o.

6.2 Completeness for the —-free Fragment

We can obtain completeness for the —o-free fragment of propositional
intuitionistic logic. Its syntax:

A:T’F|1’CL’A1@A2|A1&A2|A1®A2 (—O—free)

where a ranges over atoms. With a similar construction to that in the
previous section we can obtain a rather weak form of completeness for
the —o-free fragment.

Lemma 12 For the —o-free fragment we have [A]y C {M | M - A}.

Proof Induction on the structure of A. All the cases except A = F and
A = A; @ A, are handled exactly as the C-part of lemma 10 (notice the
weaker hypothesis).

A =F: Evident as [F] = 0.
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A= Al D AQZ
M e [[Al ) AQ]]N
< M € [Ai]y or M € [As] v by definition,
= M+ Ay or M + As by induction,
= M F A, & Ay by (F®l) or (Fér). 0

As a corollary we have:

Theorem 13 For the —o-free fragment we have:

= A iff FA.

We have not used the distributive law yielded by the net semantics:

(A®B)&CF (A& C) @ (B &C) (&-@-dist.)

With this as an additional proof rule we can obtain a stronger complete-
ness result for the —o-free fragment of propositional intuitionistic logic.

To show completeness we construct a net with places (and markings)
identified with assertions in the &-free subfragment:

Ax=T | 1 ‘ a | A1 &A2 | A1 X A2 (—O—GS—free)

We will just call it the &-free fragment in the rest of this section. Con-
struct a net N where:

e Places are assertions in the @-free fragment.
e Transitions are pairs (M, M') of multisets of places for which
M= M.
Lemma 14 For markings M, M' of the net,
M — M’ in the net  iff M, M’ ®-free and M = M’ in the logic.

Proof The proof is like that for lemma 9. O

Lemma 15 (Decomposition lemma). For any —o-free assertion A
there is a finite set I indexing —o-®-free assertions M;, such that

A4-PM, .

el

15



Proof The proof proceeds by structural induction on the assertion A.

The base cases are routine; for example F 4+ @ () (= F by definition),
i.e. falsity is interderivable with the empty disjunction. Of the remaining
cases, that where A has the form A; & A> makes use, as is to be expected,
of the additional distributivity rules for & and @. Inductively, assume

A 4P M and Ay, 4+ D M .

i€l jed
Then, from these assumptions and repeated use of &-®-distributively
A & Ay A (@ M) & (®; M)
A @i (M} & (®; M)
A @ jyerxs (M & M?) .

The case where A has the form A; ® A, is exactly analogous, making use
instead of the standard ®-®-distributivity of linear logic. O

Lemma 16 Let I' = By, ..., B,, possibly empty, be list of assumptions
wn the ®-free fragment above. Then,

Ti/F

and
ifTFC®D thenT'HC orI'ED .

Proof By cut-elimination any proof of a sequent can be replaced by
a cut-free proof. The above lemma follows by induction or the size of
cut-free proofs. O

Lemma 17 For any —o-free assertion A,

[Aly ={M | M is ®-free, M = A} .

Proof The proof proceeds by structural induction on the assertion A.
A=T: Clearly, [T]y =M ={M | M &-free} = {M &-free | M - T}.
A =F : Now, using lemma 16, [F]y =0 ={M | M ®-free,+ F}.
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A=1: 1]y ={M|M — 0} ={M | M &-free, M - 1} by lemma 14,
A=a Ja]y ={M | M —a} ={M | M &-free, M - a} by lemma 14.
A=A, & Ay : We argue straightforwardly that

M € [A1 & Aoy & M € [Ai]y and M € [Ay] y by definition,
& M @-free, M - Ay and M F As by induction,
< M @-free, M = A & A by the proof rules.

A=A & Ay Argue:
M e [[Al SP) AQ]]N
< M € [Ai]y or M € [As] v by definition,
& M ®-free and either M - Ay or M F A, by induction,
< M @-free, M - A; & As by lemma 16 and ().

A= Ay ® Ay: The proof in this case is a little more involved. Argue:
M € [[Al X AQ]]N
& dM € [[Al]]N, M, € [[AQ]]N. M — M, + M, by deﬁnition,
< M @-free, M, M ®-free. M; - Ay, My Ay and
M + M; ® Ms by induction and lemma 14,
= M &-free, M - A1 ® Ay from the proof rules.

To show the converse implication, and so equivalence, assume M is ®-free
and M F A; ® A;. By lemma 15, we may assume

Al =+ @Mll and A2 =+ @ ]\4‘]2 .

i€l jed

We may furthermore assume I and J to be nonempty. Otherwise 4; ®
Ay 4 F and so, as M is ®-free, M t/ A1 ® Ay by lemma 16—a contra-
diction.

Therefore

MF (D M) (D M),
iel jeJ
so by distributivity,

Mb @ M oM .
(1,J)eIxJ

Hence, by lemma 16,
M|_M¢1®Mj2 for somei € I,j € J

such that Mi1 F A and M j2 - As. This plainly gives the required con-
verse. O
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Corollary 18 =x A iff F A, for any —o-free assertion A.

Thus we have completeness.

Because we only use the decomposition lemma (lemma 15) for the ® case
of the structural induction in lemma 17, we also get completeness for the
larger fragment of assertions B given by:

B:AIA—OB|T‘F‘1|G|Bl&BQ|Bl@B2

where A lie in the —o-free fragment and a, as usual, ranges over atoms.

Lemma 19 For the larger fragment,

[Bly ={M | M &-free, M + B} .

Proof The proof proceeds by structural induction, as in lemma 17, but
for a new case where the assertion has the form A — B. Because of its
assumed form, by lemma 15, there is a decomposition

A PM, .

el
Now, for ¢®-free M we argue that

M € [A— B]y
& VMy € [A]y- M + My € [B]y by definition,
< VM, p-free. My A= M ® My = B by induction,
S VMy -free. Myt @ijer M; = M QMo FH B
S VMy d-free. (Jiel. My M;) = M ® M4+ B by lemma 16,
S Viel,VMy B-free. My M, = M @ My +H B
sSYiel M@ M, B.

Here “=-" follows directly by taking M4 = M;. The converse “<” makes
use of the fact that if My - M; and M ® M; - B then M ® M4+ B.
Now, continuing the argument,

Me|]A—B]|yeViel M®&M-B
& @i (M ® M;) - B from the proof system,
& M (®ier M;) - B
S MeARDB
S MEA—B. 0
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Corollary 20 For the larger fragment, = B iff b B with the additional
&-D-distributivity law.

Theorem 21 For the —o-free fragment,
'=A 4ff THA

with the additional &-D-distributive law.

Proof Corollary 20 gives
EQRQL —oAiff FQRT'— A .

Hence
Fr=EAffTHA. O

7 Quantification and Atomic Nets

Definition 22 A net is atomic iff whenever M — 0 then 0 — M, for
any marking M. O

This corresponds to 1 being atomic in the associated quantale—see the
remark following the semantics of linear logic formulae in a net.

An interesting consequence of dealing with an atomic net N is, that
whatever property we could state before in terms of validity of a closed
formula A, can now be stated negatively as =y A & 1 —o F. Precisely:

Proposition 23 For an atomic net N and a closed formula A,
=y A&1—F Gff KEnvA.

Proof Notice that due to atomicty, the the denotation of A & 1 is
that of 1 if the denoation of A contains 1 and empty otherwise. Hence
[A& 1 —F], equals T in case =y A and equals F in case =y A. O

Abbreviating A & 1 — F by YA and combining this proposition with
proposition 4 we can express that a marking M’ cannot be reached from
another M:
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Corollary 24 For multiset of atoms M and M/,

M 4 M in an atomic net N iff E=x~"(M —M') .

Example 5 (continued)

We can now express that the processes, p; and ps cannot get into their
critical regions at the same time. We might try =x ~(My—oc; ®cz). This
is not quite right however, since = ~(My—oc1®cs) merely states that the
two processes cannot be in their critical regions at the same time when no
other tokens are present; the correct statement is =y ~(My—oc; ®co®T).

We are also able to express that a finite net N is 1-safe by =x ~(My —
(Buecpa ®a) ® T). That a transition t is M-dead in a net N, i.e. VM’ €
[M). M’ [{), is expressed by

=y (M —t®T) .

Notice that A & 1 plays the role of the exponential !A, and indeed ac-
cording the net semantics, when the net N is atomic

Ay =[A&1]y -

Syntax

Assume a countable set of atoms. Define the assertions over the atoms
to be:

A:T‘F‘]_‘G,I.I“Al(X)AQlAl—OAQ‘Al&AQ‘Al@A2|®A|&A

where a ranges over the atoms and z ranges over countably many vari-
ables. The new constructions @, A and &, A are forms of existential
and universal quantification and bind accordingly. We adopt the tradi-
tional notions of free and bound variable and in particular use FV(A)
for the set of free variables in A, and more generally FV (A4, ..., A,) for
FV(A;)U---UFV(A,). The variables x are to be thought of as standing
for markings of a net.
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Semantics

Given a net N, with markings (i.e. finite multisets of places) M, a (mark-
ing) environment is a function p from variables to markings M. Because
of the presence of free variables we define the meaning of an assertion
with respect to a marking environment. In particular,

[ & Al yp = Narem [Al yp[ M/ x],
[Z]lxp ={M eM|M — p(z)}.

Atoms are interpreted as places of the net as in section 5 and similarly
validity of a closed assertion A for the given net, N, can be expressed by:

IZNA iff QG[[A]]Np .

This is generalized to open terms by taking the universal closure:
v A it 0e[& - & Alyp
X1 Tk

where A has free variables x1,...,x; (here p can be arbitrary because
&z, - &, A is closed).

Let T be a subset of closed assertions in the original syntax. Define

By, ..., B, 1 A iff for all atomic nets N such that (VB € T. =y B),
=y (B1®--® B, — A).

Before proceeding with the proof rules we show how the new constructions
can be used to express liveness.

A transition t is life iff VM € [My)3IM' € [M). M’ [t).
This can be expressed by:

Fv &(My— ) &1 —(z—="t@T)) .

X

Obviously liveness can then be expressed for finite nets.
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Proof rules

The proof rules are those of section 2 (without exponentials—they will
become definable in the purely propositional logic), together with:

'-A

W (SUbSt)

where 0 is a substitution of marking terms (i.e. assertions built up from
variables, atoms and 1 purely by ®)—the usual care to avoid capture of
free variables applies here.

ILBEA

’ FV(I', A -
I'-AM
e E[Bm 1/4:1:] where M is a marking term (F®)
Note these rules yield (and in the presence of (Subst.) are equivalent
with)

I'e,.BFA .
x ¢ FV(T, A @-adj.
T B A ¢ FV(T, A) ( )

Assume (@F) and (F@®). The upwards direction of the rule (@-adj.) is
simply (@F).

The downwards direction viz.

I e,BFA
I,BF A

x ¢ FV(I[,A)

is derivable in the following way. Clearly B - B so by application of
(F®), B+ @, B. Now by the cut rule from the assumption I',;®, B+ A
we can conclude I', B - A.

By using (Subst.) we can also derive (&) and (F®) from (@-adj.). The
rule (@F) is simply the upwards reading of (@-adj.). Now we show (@)
follows from (@-adj.): Clearly &, A F &, A, from which A - @, A follows
by (@-adj.); hence by (Subst.) A[M/z] - &, A, making (F@) derivable.

IBF A
T, &, BF A

(&)
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r-A
I'- &, A
Note these rules are equivalent with

z ¢ FV(T) (F&)

'-A
&, A

In addition we have the following axioms valid of nets:

x ¢ FV(T) . (&-adj.)

(A1 ® A)) & B (A & B) @ (A3 & B) (&-P-dist.)
@ A) & B+ @(A & B) where x ¢ FV(B) (&--dist.)

In fact, in the presence of the atomicity, basis and primeness axioms, these
distributivity laws are derivable from those in the special case where B
is 1. The other distributive law,

& (A®B)F (& A) ® B where x ¢ FV(B),

X

is also derivable (for general B).

- (gxg B) ® @((B & 1) — F) (Atomicity)

These entail sequents of the following form (by taking the variable x to
not appear in B):
FB®((B&1)—F) .

These hold because in an atomic net the denotation of a formula B & 1,
in an environment for its free variables, only has two possibilities, to be
the denotation of F or the denotation of 1.

Al @x ® ((x — A) & 1) where x ¢ FV(A) (Basis)

These hold in an atomic net because there an assertion is denoted by a
set of markings; notice how the expression (z — A) & 1 is equivalent to 1
in the case the marking = satisfies A and F otherwise, so the effect in the
whole expression is only to make a contribution of x when this satisfies

A.
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(@ —F)FF
(t—B®C)F (x—B)® (x —C) (Primeness)
(x o @, A) F ®y(x — A) where y and z are distinct.

These axioms hold because if a marking is contained in union, denoting
a disjunction, then it is clearly in a component of the union.

For clarity we have collected the new proof rules:

fﬁgigfgﬁﬂ (Subst.)
e TEFVID) () o (&+)
(A1 ® A3) & BF (A1 & B) ® (A & B) (&-@-dist.)
(@ A)& B - @(A & B), x¢FV(B) (&-D-dist.
- (%5 B) & @((B & 1) — F) (Atomicity)
AF@ae (@A) &), ©¢FV(A) (Basis)
(x—F)FF
(2 —B@®C)F (x—o B) & (1 — C) (Primeness)
(¢ —o @, A) F ®,(x — A) where y and z are distinct

The soundness of the basis and atomicity axioms follows from the fact
that, in an atomic net,

1 if 1 C[A]yp
F otherwise

F if 1 C[A]yp
T otherwise.

[[A&l]]sz{ and [[A&1_OF]]Np:{

We have already remarked that in an atomic net, an exponential !A is
represented by A& 1. In fact from the atomicity axioms and the rules for
exponentials, there is a fairly direct proof of their equivalence, yielding

1A A1 (*)
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—the syntax of exponentials can be eliminated in favour of the purely
propositional connectives.

For the proof first remark that A & 1+ A and A & 1 + 1, simply by
the rules for &. From A& 1+ (A& 1) & 1 and (Atomicity) we also get
F(A&1)® (A& 1—F). Using A& 1F A& 1 we then deduce

A&L1IE (A& @(A&1)®(A&L1)®@(A&1—F))
sothat A&L1F (A&1)®(A&1)) DF, ie.
A&L1EF(A&L1)®@ (A& .

By (2) this ensures A & 1+ !A, and clearly !A - A & 1, making (*).
In constructing prime theories we follow Henkin and extend the original
syntax to include new atoms drawn from

Co,Cly.--9Cpy...

a countably infinite enumeration of atoms not already present in the
syntax. Suppose C'is a subset of {¢; | i € w}. Suppose I', A are assertions
from the syntax extended by C, and that F is a theory (i.e. a subset of
assertions) of the extended syntax. We use

¢ A

to mean the sequent is provable in the proof system for the extended
syntax, using the assertions in F as axioms. A judgment I' - A means a
sequent is provable in the proof system of the original assertion language,
without extra atoms.

Lemma 25 Let B be a closed assertion and F a theory in a syntax
extended by atoms C C {c; | i € w}. Then

TSy A iff T,B&L1EZA .

Proof “=" By induction on the size of derivations of I' Fgu{B} A,
considering the final rule used.

“<” From Fzypy B and = 1 follows Fxypy B & 1 and so the results
from hypothesis and cut. O
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Definition 26 Let C C {c¢; | i € w}. A subset F of closed assertions, in
the syntazx extended by atoms C, is called a prime theory iff

(1) F ¢ F,
Al A e F= A e€F or Ay e F,
®, AecF = AM/x| € F, for some (necessarily closed) marking
term M.

(ii) F is deductively closed, i.e. A closed and - A= A € F. O

Lemma 27 (Existence of prime theories). Let A be an assertion
and T a subset of closed assertions in the original syntax, for which

7r A

Then, there is a prime theory F, consisting of assertions over the syntax
extended by some C' C {¢; | i € w}, such that

TCF and /% A .

Proof As the atoms and variables form countable sets we can enumerate

all the assertions
Ayg, A, . A, ...

of the syntax extended by atoms {¢; | i € w}.

By induction, for n € w, we define a chain of deductively — closed theories
F, with new atoms C,,, such that

T C F,and b5 A .

Take Fy = {B | tr B}. Clearly T' C Fy and, by assumption, /z, A.

Assuming F,, is deductively closed, includes T, and b‘% A, define F,, 4
according to the following cases:

(i) mis even, and there is an assertion By ® By € F,, with By ¢ F,,, By ¢
Fo.

(ii) n is odd, and there is an assertion @, B € F,, with B[M/z] ¢ F,
for any closed marking terms M in the syntax over atoms extended
by C,.
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(iii) neither (i) nor (ii) applies.

In case (iii), define C,; = C),, and F,;1 = F,,.

In case (i), take the earliest assertion in the enumeration B;@® B € F,, and
B1 ¢ F, and By ¢ F,,. As F, is deductively-closed, (B; ® By) & 1 € F,,
SO

(B1&1)® (B &1) € Fy
by the &-@®-distributivity law. Suppose
F g Aand G A
Then, by lemma 25,
Bi&1rs Aand By & 1+5 A .

Hence (B1& 1)@ (B2 & 1) l—jc_-: A. But this implies l—jc_-: A, a contradiction.
Thus

C, G
7 F.m Aot 7z p, A

Supposing, for instance, |7‘ " g,y A, take F, 11 tobe {D closed | I—f B, D}
and C,,1 = C,.

In case (ii), take the earliest, according to the enumeration, @&, B € F,
for which B[M/z] ¢ F, for all marking terms M, and where z is not a
free variable of A. As F,, is deductively-closed, (&, B) & 1 € F,,, so

DB &1)eF,

X

Let ¢ be the first new atom in the list ¢y, c1,... which is not in C),.
Define C), 11 = C,, U{c} and F, ;1 to consist of all closed assertions in the
deductive closure of F,, U {Blc/x]|}, i.e.

Foi1 = {D closed | I—f’”é e/ DY

We must check that |7‘f"+1 A. To this end, assume otherwise, that ftfé[c /2]
A. Then, by lemma 25,

[C/x] & 1 '_ n+1
As ¢ does not appear in C,, or F,,,
B&1FE A .
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To obtain the proof of this sequent, replace all occurrences of the new
atom ¢ in the proof of Blc/z]| & 1 I—?_Z“ A by a new variable—one which
does not appear anywhere in the proof—and finally use (Subst.) to replace
this variable by x using the fact that renaming bound variables preserves
logical equivalence. But now we can deduce

DB&L) A .

X

But &,(B & 1) € F, and F, is deductively-closed making l—jc_-z A, a
contradiction. Thus b‘g’;ﬁ A, as required.

In this way, we inductively define a chain of theories F,, over the syntax
extended by C),, such that

Cn g C(nJrl and fn g Fn+17

with T' C Fy. Finally take C' = U,ec, C,, and F = Upeo, Fn to form the
required prime theory. O

Assume a prime theory F with additional atoms C'. Construct a net N
from F by taking:

e Places to be the original those atoms, including those of C.

e Transitions as those pairs (M, M') of multisets of places for which

M S M.

We use M to represent the set of all markings of the net V. (Note the
markings coincide with the closed marking terms of F.)

Lemma 28 For markings M, M' in the atomic net N,
M— M inN iff MFSM .

Proof The proof of “iff” is like that for lemma 9.

Regarding atomicity of the net. Suppose M — 0, for M € M. Then
M % 1. Certainly
M®(M&1—F)eF
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and as F is a prime theory
MeForME&E1—oFeF .

The case M & 1 — F € F is impossible. To see this assume otherwise,
that M & 1 —F € F. As M % 1, and clearly M + M, it follows that
M +% M & 1 and hence M % F. This ensures F% (M —o F) which
together with the primeness axiom

(M —F)FF

yields % F. Le. F € F—contradicting F beeing a prime theory. The
case M & 1 — F € F is thus impossible.

M € F, where M % 1. Thus M — 0 in the net. The net N is therefore
atomic. 0

We need the following facts:
Lemma 29

(i) Let B be an assertion with FV(B) C {x}. Let the assertions T not
include x as a free variable. Then

(VM e M. T+ BM/z])) =TH. & B .

(ii) Let B be an assertion with FV(B) C {x1,...,x;}, and I' be asser-
tions in which x1,...,x are not free. Then

(VMy,...,M, € M. TFSE B[M,/zy,...,M/z)) =T+ B .

Proof (i) We first prove the special case
(VM e M. F¢ A[M/z]) = % & A,
where FV(A) C {z}, by contraposition. By atomicity,
- (&A)@@(A&l—oF),
where both operands of @ are closed, so as F is a prime theory
I—ggngor F%@(A&l—oF) .
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Thus supposing /% &, A we obtain F% @,(A & 1 — F). But as F is a
prime theory, there is then M € M, such that % (A[M/z] & 1 —F) and
thus /% A[M/z].

The more general statement of (i) above follows by taking A = Q1 — B

where I'" does not contain x free and B has at most x free. Note I' - &, B
follows from - &,(® ' — B).

(ii) follows by indiction using (i) together with the fact that &, B - B.
]

Lemma 30 For assertions I';, B and A suppose ', B]M/z] -% A for all
M e M. Assume FV(B) C {x}. Then

I@BHE A .

Proof We show that if B[M/x] F§ A for all M € M where FV(B) C =,
then @, B F% A. The seemingly stronger result follows by —o-adjunction.

Assume B[M/x] % A, for all M € M, and FV(B) C {x}. Let some
M € M be given. Since FV(B[M/x]) # (0 (M is closed) we can use
(F&) to get B[M /x| F% A" where A’ = &yepv(a) A. Le. FV(A') = 0 and
~$ BIM/x] — A’ for all M € M. By (i) of lemma 29 we then get

< %5(3 — A

and by logic that
7 (D B) —~ A

Here we used the logic deduction:

& (B—oA)FB—A holds by (&) and (identity),
= &.(B—-A),BF A’
= &.(B—oA),®, BF A by (@) as © ¢ FV(&.(B —o A'), A),
= &, (B—o A (®,B)— A’

From +$ (@, B) — A’ we get ®, B+% A’ and so @, B % A by (&-adj.).
U

Now we can relate semantics in the net N to provability in the prime
theory F:
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Lemma 31 For any assertion A, for any marking environment p,

[Alyp = {M € M| M5 Alp]} .

Proof By structural induction on A.
A=T: [T]yp=M={Me M| M- T}
A=F: [Flyp=0={MeM|Mr{F}—asF¢F and (M —F) - F.

A=1 [A]yp={MeM | M -0 ={MecM| M1} by
lemma 28.

A=a: [a]yp={M e M| M —a} ={M € M | M +% a} by lemma 28.

A=z [x]yp={M e M| M — p(x)} = {M € M| M F% p(x)} by
lemma 28.

A=A ® Ay: For M € M,
M € [A1 ® As]yp
< dM; € [[Al]]Np, M, € [[AQ]]NP. M — M + Mo,
&AMy, My € M. My FG Aq[p], My % As[p] and M +% My @ My,
= M % (A1 @ As)[p].

To show “«<” as well, we write A} = A;[p] and A}, = As[p|, and use the
basic facts that

Al @, 21 (11 — A)) & 1) and AL E @, 20 @ ((w2 —0 AY) & 1) .
Assuming M +§ A} ® A, we obtain
MEF (@21 ® (21— A)) &1) @ (D2 ® (22— 43) & 1))

By distributivity of ® over &,

xr1 X2

By primeness and because F is a prime theory,
M G My @ (My —o A7) & 1) @ My ® ((My — A}) & 1) (*)
for some My, My € M.
By atomicity and the fact that F is a prime theory
¢ (My — A}) or F§ ((My — A}) &1 —F) and
F% (Mz —o Aj) or F (M —o A)) &1 —F) .
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As M /% F and M; /% F for i = 1,2 (by the same argument as in the
A = F case above) we from (*) deduce (M; — A}) & 1 /% F for i = 1,2,
and we must have F% (M} — A)) and F% (My — A)), ie. My FE Al
and My +§ Al as well as M +% M; @ M,. This establishes the required
reverse implication, and so equivalence.

A=A —o As: MG[[Al—OAQ]]Np
< VM, € [[Al]]]\fp- M+ M, € [[Ag]]Np.
< VM Fr Alp]. M @ M, I—g As[p] by induction,
S VM € M. M@ M, @ (Mi — Aip]) & 1) FS Asp]

where the last equivalence relies on atomicity and the fact that F is a
prime theory. In more detail, writing A} = A;[p], A, = As[p], we have

) FE M, — A, or i) F¢ (M —- A)) &1 -—F
F 1 F 1

for any M; € M. For case (i), (M; — A}) & 1 -+% 1. In case (ii),
(M; — A}) & 1 4% F.

It follows, by considering the two cases, that for any M € M’

(M FG AL = M@ M FG AY) iff M @ My @ (My — A}) & 1) F% Al .

Now note that by lemma 30,

& M e, 2 ® (11— A) & 1)) F 4,

S Mo A RS Al as AY HE @11 @ (11 — A)) & 1),
& MG Al — Al ie. M FE Aq[p] — Aslp], as required.

A=A10 A Me[AdA]yp e M e [Ai]yp or M € [As]yp
& M FE Aip] or M S As|p]
& MG Aifp] @ As[p).

where primeness and the fact that F is a prime theory is used in showing

<" the other direction “=-" follows directly from the proof system.

A= Al & AQZ

M € [A1 & Ao yp & M € [Ai] yp and M € [As] yp
& M G Aifp] and M ¢ Ay[p] by induction,
& M F% Aifp] & Az[p).
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A=, B :

Me|[@,;B]yp < IM e M. M € [B]ypM'/x]
&AM € M. M +% B[p|M’/z]] by induction,
& M % (&, B)|pl.

where “=" follows directly from the proof system, whereas “<” relies on
primeness and F being a prime theory.

A= &, B:

M € [ & B]yp < YM' € M. M € [B]yp[M'/x]
& VM' € M. M +§ Blp[M'/x]] by induction,
& M FS (& B)[p] by (i) of lemma 29.

Theorem 32 (Completeness).
Let A, B and ' = By, ..., B, be assertions and T' consist of closed asser-
tions in the original syntax. Then,

ThrA iff ThrA.

Proof As —o is present as a constructor on assertions it is clearly suffi-
cient to show

=r Aiff Fp A .
The “if” direction is shown by induction on the proof of Fr A. To show
the “only if” direction we prove its contraposition:

Vr A= Fr A .

Suppose A is an assertion with free variables x1,...,z;. Suppose t/r A.
Then there is a prime theory F O T over additional constants C' such
that /% A. Let N be the net constructed from JF; let M be the set
consisting of its markings. As we now show, [~y A. Suppose otherwise,
that =xy A. Recall

[Alyp ={M € M| M 5 Alp]}

by lemma 31. Hence as =y A means 0 € [A] yp for all environments p,
we see
S A[p] for all environments p .

Therefore A& A[M; /x4, ..., My/x;] for all My, ..., M) € M. Hence by (ii)
of lemma 29, F% A, a contradiction. Thus N is an atomic net satisfying
all axioms of the theory T and yet j£x A. Hence [~r A, as required. O
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