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Abstract

Let $A$ and $B$ be $n \times n$ matrices the entries of which are affine combinations of the variables $a_1, \ldots, a_m, b_1, \ldots, b_m$ over GF(2). Suppose that, for each $i$, $1 \leq i \leq m$, the term $a_ib_i$ is an element of the product matrix $C = A \cdot B$. What is the maximum value that $m$ can have as a function of $n$? This question arises from a recent technique for improving the communication complexity of zero-knowledge proofs.

The obvious upper bound of $n^2$ is improved to $n^2 / \sqrt{3} + O(n)$. Tighter bounds are obtained for smaller values of $n$. The bounds for $n = 2$, $n = 3$, and $n = 4$ are tight.
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1 Introduction

The problem described in the abstract and discussed in this paper is motivated by recent results in cryptography. A new technique for improving the communication complexity of zero-knowledge proofs for circuit satisfiability was presented in [BBP91]. The key idea is that the Prover shows that all the inputs and outputs to the AND gates are correct by showing that a matrix multiplication is correct. Suppose that the inputs to \( m \) AND gates are \((a_1, b_1), (a_2, b_2), \ldots, (a_m, b_m)\), and that the outputs are \( c_1, c_2, \ldots, c_m\), respectively. Given encryptions for the \( a_i \)'s, \( b_i \)'s, and \( c_i \)'s, the Prover is trying to show that the following equalities hold in GF(2):

\[
a_1 b_1 = c_1, a_2 b_2 = c_2, \ldots, a_m b_m = c_m.
\]

The variables \( a_1, a_2, \ldots, a_m \) are put in an \( n \times n \) matrix \( A \) which has zeros as its remaining elements. The variables \( b_1, b_2, \ldots, b_m \) are put in an \( n \times n \) matrix \( B \) which also has zeros as its remaining elements. These variables and zeros are placed so that every one of the \( c_i \)'s is contained somewhere in the product matrix \( C = A \cdot B \). For example, if the \( a_i \)'s and the \( b_i \)'s are on the diagonals of their respective matrices, and if the other entries of these matrices are 0, the \( c_i \)'s will be on the diagonal of the product. The usefulness of the technique in [BBP91], however, depends on \( m \) being significantly larger than \( n \); the larger, the better.

The smallest interesting example has \( m = 6 \) and \( n = 3 \):

\[
\begin{pmatrix}
a_1 & a_2 & 0 \\
a_3 & 0 & a_4 \\
0 & a_5 & a_6
\end{pmatrix}
\begin{pmatrix}
b_3 & b_1 & 0 \\
b_5 & 0 & b_2 \\
0 & b_6 & b_4
\end{pmatrix}
= \begin{pmatrix}
a_1 b_3 + a_2 b_5 & a_1 b_1 & a_2 b_2 \\
a_3 b_3 & a_3 b_1 + a_4 b_6 & a_4 b_1 \\
a_5 b_5 & a_6 b_6 & a_5 b_2 + a_6 b_4
\end{pmatrix}.
\]

A construction in [BBP91] gives the values \( m = 32^t \) and \( n = 8^t \) for any positive integer \( t \). Thus, it is possible to put \( m = n^{5/3} \) entries in an \( n \times n \) matrix if \( n \) is a power of 8. Although this is the best known result in the practical range, an asymptotic improvement of theoretical interest, also described in [BBP91], has been discovered by Szemerédi [Sze], using a result of [SS42]. It is possible to put \( m \) entries in matrices of size \( n \times n \), where \( n \leq (\sqrt{m})^{1+\varepsilon_m} \) and \( \varepsilon_m = 4\sqrt{2}/\sqrt{\lg m} \), which is better than the other construction, provided that \( m \geq 2^{128} \). Since \( \varepsilon_m \) approaches zero as \( m \) approaches infinity, \( m \) is nearly linear in \( n^2 \), the number of entries in the matrix.

In all these examples, the matrix \( A \) contains only \( a_i \)'s and zeros and the matrix \( B \) contains only \( b_i \)'s and zeros. This restriction is neither stated nor...
necessary for the technique described in [BBP91]. In fact, because of various properties of the encryption scheme used, the entries in both $A$ and $B$ could also have the form $\sum_{j=1}^{k} x_j$ where each $x_j \in \{a_1, a_2, \ldots, a_m, b_1, b_2, \ldots, b_m, 1\}$. Thus, these entries can be affine combinations of the variables. For example, in $2 \times 2$ matrices, one could have:

$$\begin{pmatrix} a_1 + a_2 + b_1 + 1 & b_1 \\ a_1 + a_2 & a_1 \end{pmatrix} \begin{pmatrix} b_1 & b_2 \\ a_2 & b_2 \end{pmatrix} = \begin{pmatrix} a_1b_1 + a_1b_2 + b_2 \\ a_2b_1 + a_2b_2 + b_2 \end{pmatrix}$$

This example just gives $m = n = 2$, which is no improvement over what can be done without using affine combinations. In fact, there are no known examples where removing the original restrictions does give any improvement.

For a given $n$, let $M(n)$ denote the maximum value that $m$ can have. Then $M(n) \leq n^2$. In this paper, we improve this bound to $n^2/\sqrt{3} + O(n)$. This bound is definitely not tight for small $n$. We prove other results which give tighter bounds when $n$ is small, and exact bounds for $n = 2$, $n = 3$, and $n = 4$.

## 2 Asymptotic Bounds

Given a matrix $C$, choose $k \geq 2$ rows and $\lfloor n/k \rfloor + 1$ columns and consider the $k \times (\lfloor n/k \rfloor + 1)$ submatrix of $C$ consisting of the intersection of these rows and columns. In this section, we show that no such submatrix can consist entirely of distinct $c_i$’s and use this fact to obtain an upper bound on $M(n)$.

In order to prove this, we use a result from the study of straight-line programs over fields. These are programs in which the $i$th statement has the form $V_i \leftarrow U_j$ or the form $V_i \leftarrow U_j \odot U_k$, where each of $U_j$ and $U_k$ is either an input to the program, some variable $V_l$ with $l < i$, or a field constant, and $\odot$ is addition or multiplication. The next lemma follows from results of [Win70]. The proof given here is more direct and it is included for the sake of completeness.

**Lemma 1** Let $a_1, a_2, \ldots, a_k$ and $b_1, b_2, \ldots, b_k$ be independent variables over $GF(2)$. Then any straight-line program for computing the inner product $\sum_{i=1}^{k} a_i b_i$ requires at least $k$ (nonscalar) multiplications.

**Proof** Suppose the claim is false. Consider the smallest value $k$ for which
there is a straight-line program $P$ computing the inner product $\sum_{i=1}^{k} a_i b_i$ using less than $k$ multiplications. Since even the product $a_1 b_1$ cannot be computed without any multiplications, $P$ must contain at least one (non-scalar) multiplication. Consider the first statement $z \leftarrow x \cdot y$ in $P$ that involves a multiplication. Both $x$ and $y$ are affine combinations of one or more of the variables. Without loss of generality, say $x = a_k + x'$ where $x'$ is a constant or an affine combination of other variables.

Construct a straight-line program $P'$ from $P$ by prepending the statements $b_k \leftarrow 0$ and $a_k \leftarrow x'$ and replacing the statement $z \leftarrow x \cdot y$ by $z \leftarrow 0$. Then $P'$ computes $\sum_{i=1}^{k-1} a_i b_i$. None of the new statements in $P'$ involve any multiplications, so $P'$ uses fewer than $k-1$ multiplications. This contradicts the minimality of $k$.  

\begin{proof}
Consider an $s \times t$ submatrix of $C$ consisting of the intersection of rows $r_1, r_2, \ldots, r_s$ and columns $q_1, q_2, \ldots, q_t$ and which contains the entries $c_1, \ldots, c_{st}$. Since $C = A \cdot B$,

\[
\sum_{i=1}^{s \times t} a_i b_i = \sum_{i=1}^{s \times t} c_i = \sum_{j=1}^{s} \sum_{l=1}^{t} C[r_j, q_l] = \sum_{j=1}^{s} \sum_{l=1}^{t} \sum_{k=1}^{n} A[r_j, k] \cdot B[k, q_l] = \sum_{j=1}^{s} \left( \sum_{k=1}^{n} A[r_j, k] \right) \cdot \left( \sum_{l=1}^{t} B[k, q_l] \right).
\]

Each of the terms $A[r_j, k]$ and $B[k, q_l]$ is an affine combination of the $a_i$'s and $b_i$'s, so the sums $\sum_{j=1}^{s} A[r_j, k]$ and $\sum_{l=1}^{t} B[k, q_l]$ can be computed without any
affine combination of the variables $a$, $A$, and $e$ of variables excluding $a$.

Similarly, using only $a$, implies that the right hand side can be computed by a straight-line program with only $n$ multiplications. Since replacing all occurrences of $a$, and $A$, at least $st$ multiplications. Thus, $st \leq n$.

Now assume $st = n$. Then, for each $k \in \{1, \ldots, n\}$, $\sum_{j=1}^{s} A[r_j, k]$ is an affine combination of the variables $a_1, \ldots, a_n, b_1, \ldots, b_n$. To see why, suppose $\sum_{j=1}^{s} A[r_j, k'] = a_{n+1} + d$, where $k' \in \{1, \ldots, n\}$ and $d$ is an affine combination of variables excluding $a_{n+1}$. Let $A', B'$, and $C'$ be the matrices obtained by replacing all occurrences of $a_{n+1}$ by $d$ in $A, B$, and $C$, respectively. Then $A' \cdot B' = C'$. Furthermore, since $C[r_j, q_l]$ does not contain $a_{n+1}$, $C'[r_j, q_l] = C[r_j, q_l]$ for all $j \in \{1, \ldots, s\}$, $l \in \{1, \ldots, t\}$. Thus

$$\sum_{i=1}^{s \times t} a_i b_i = \sum_{j=1}^{s} \sum_{l=1}^{t} C[r_j, q_l]$$

$$= \sum_{j=1}^{s} \sum_{l=1}^{t} C'[r_j, q_l]$$

$$= \sum_{k=1}^{n} \left( \sum_{j=1}^{s} A'[r_j, k] \right) \cdot \left( \sum_{l=1}^{t} B[k, q_l] \right).$$

Since $\sum_{j=1}^{s} A[r_j, k'] = a_{n+1} + d$, it follows that $\sum_{j=1}^{s} A'[r_j, k'] = 0$. But this implies that the right hand side can be computed by a straight-line program using only $n - 1$ multiplications, contradicting lemma 1.

Similarly, $\sum_{l=1}^{t} B[k, q_l]$ is an affine combination of $a_1, \ldots, a_n, b_1, \ldots, b_n$, for each $k \in \{1, \ldots, n\}$.

In fact, for each $j \in \{1, \ldots, s\}$ and $k \in \{1, \ldots, n\}$, $A[r_j, k]$ is, itself, an affine combination of the variables $a_1, \ldots, a_n, b_1, \ldots, b_n$. Suppose, to the contrary, that $A[r, k'] = a_{n+1} + d$, where $\{r \in r_1, \ldots, r_s\}, k' \in \{1, \ldots, n\}$, and $d$ is an affine combination of variables excluding $a_{n+1}$. Let $e = \sum_{j=1}^{s} A[r_j, k']$ and let $A'$ and $A''$ be obtained by replacing all occurrences of $a_{n+1}$ in $A$ by 0 and $e$, respectively. Define $B'$, $B''$, $C'$, and $C''$ analogously. Then $A' \cdot B' = C'$ and $A'' \cdot B'' = C''$. Since $\sum_{j=1}^{s} A[r_j, k]$ and $\sum_{l=1}^{t} B[k, q_l]$ are not functions of $a_{n+1}$, for any $k \in \{1, \ldots, n\}$, and $C[r_i, q_l]$ is not a function of $a_{n+1}$, for any $j \in \{1, \ldots, s\}$ and $l \in \{1, \ldots, t\}$,
\[
\sum_{j=1}^{s} A[r_j, k] = \sum_{j=1}^{s} A'[r_j, k] = \sum_{j=1}^{s} A''[r_j, k],
\]
\[
\sum_{l=1}^{t} B[k, q_l] = \sum_{l=1}^{t} B'[k, q_l] = \sum_{l=1}^{t} B''[k, q_l], \text{ and}
\]
\[
C[r_j, q_l] = C'[r_j, q_l] = C''[r_j, q_l].
\]

Thus,
\[
\sum_{l=1}^{t} \sum_{k=1}^{n} A'[r, k] \cdot B'[k, q_l] = \sum_{l=1}^{t} C'[r, q_l] = \sum_{l=1}^{t} C''[r, q_l]
\]
\[
= \sum_{l=1}^{t} \sum_{k=1}^{n} A''[r, k] \cdot B''[k, q_l]
\]
\[
= \sum_{k=1}^{n} A''[r, k] \cdot \left( \sum_{l=1}^{t} B''[k, q_l] \right)
\]
\[
= \sum_{k=1}^{n} A''[r, k] \cdot \left( \sum_{l=1}^{t} B'[k, q_l] \right)
\]
\[
= \sum_{l=1}^{t} \sum_{k=1}^{n} A''[r, k] \cdot B'[k, q_l]
\]

and \( A''[r, k'] + \sum_{j=1}^{s} A'[r_j, k'] \) = \( A''[r, k'] + A'[r, k'] + \sum_{j=1}^{s} A'[r_j, k'] \)
\[
= A''[r, k'] + A'[r, k'] + \sum_{j=1}^{s} A[r_j, k']
\]
\[
= (e + d) + d + e = 0.
\]

From these facts, it follows that
\[
\sum_{i=1}^{s \times t} a_i b_i = \sum_{j=1}^{s} \sum_{l=1}^{t} \sum_{k=1}^{n} A'[r_j, k] \cdot B'[k, q_l]
\]
\[
= \sum_{l=1}^{t} \sum_{k=1}^{n} A'[r, k] \cdot B'[k, q_l] + \sum_{j=1}^{s} \sum_{l=1}^{t} \sum_{k=1}^{n} A'[r_j, k] \cdot B'[k, q_l]
\]
\[\sum_{l=1}^{t} \sum_{k=1}^{n} A''[r, k] \cdot B'[k, q_l] + \sum_{j=1}^{s} \sum_{k=1}^{n} A'[r_j, k] \cdot B'[k, q_l] = \sum_{l=1}^{t} \sum_{k=1}^{n} A''[r, k] \cdot B'[k, q_l] + \sum_{j=1}^{s} A'[r_j, k] \cdot \left( \sum_{l=1}^{t} B'[k, q_l] \right) = \sum_{k=1}^{n} \left( A''[r, k] + \sum_{j=1}^{s} A'[r_j, k] \right) \cdot \left( \sum_{l=1}^{t} B'[k, q_l] \right) = \sum_{k=1}^{n} \left( A''[r, k] + \sum_{j=1}^{s} A'[r_j, k] \right) \cdot \left( \sum_{l=1}^{t} B'[k, q_l] \right)\]

But this contradicts lemma 1, since the right hand side can be computed by a straight-line program using only \(n - 1\) multiplications.

Similarly, for each \(l \in \{1, \ldots, t\}\) and \(k \in \{1, \ldots, n\}\), \(B[k, q_l]\) is an affine combination of the variables \(a_1, \ldots, a_n, b_1, \ldots, b_n\).

If \(a_{n+1} b_{n+1} = C[r, q] = \sum_{k=1}^{n} A[r, k] \cdot B[k, q]\), then a \(k \in \{1, \ldots, n\}\) exists such that \(a_{n+1}\) is contained in \(A[r, k]\) and \(b_{n+1}\) is contained in \(B[k, q]\), or vice versa. This implies that \(r \notin \{r_1, \ldots, r_s\}\) and \(q \notin \{q_1, \ldots, q_t\}\). \(\square\)

**Corollary 1** If an \(n \times n\) representative matrix has an \(s \times t\) submatrix containing only ones, then \(st \leq n\). Furthermore, if \(st = n\), then no other element in any of those \(s\) rows or \(t\) columns is one.

To prove an upper bound on \(M(n)\), it suffices to prove an upper bound on the maximum number of ones in any \(n \times n\) representative matrix. This is a special case of the problem: determine the least positive integer \(k_{i,j}(m,n)\) such that if a zero-one matrix of size \(m \times n\) contains \(k_{i,j}(m,n)\) ones, then it must have an \(i \times j\) submatrix containing only ones. This is a generalization of
a problem originally posed by Zarankiewicz [Zar51]. The first upper bound on this problem,

\[ k_{i,j}(m,n) \leq 1 + (i - 1)n + \lfloor (j - 1)^{1/i}n^{1-1/i}m \rfloor, \]

was given by Hyltén-Cavallius [HC58], using the methods of Kővari, Sós, and Turán [KST54]. This has been improved slightly by others, including Guy and Znám [GZ91] and Roman [Rom75]. Tighter results have been found for small values of \( i \) and \( j \). In particular, Hyltén-Cavallius [HC58] has shown that

\[ k_{2,j}(m,n) \leq 1 + \lfloor \frac{1}{2}n + \sqrt{(j - 1)nm(m - 1) + \frac{1}{4}n^2} \rfloor. \]

All of these upper bounds are obtained using Dirichlet’s pigeonhole principle as the main tool, and we use the same techniques in lemma 5.

The following lemmas give upper bounds on the number of ones in an \( n \times n \) representative matrix and thus upper bounds on \( M(n) \).

**Lemma 3** Suppose that an \( n \times n \) representative matrix \( D \) contains more than \((1 - 1/k)n^2 - (k - 2)n\) ones. Then it contains no \( k \times \lceil n/k \rceil \) submatrix consisting entirely of ones.

**Proof** If \( n \) is not divisible by \( k \), then \( k\lceil n/k \rceil > n \), so, by corollary 1, \( D \) does not contain a \( k \times \lceil n/k \rceil \) submatrix consisting entirely of ones.

Therefore suppose that \( n \) is divisible by \( k \) and \( D \) contains a \( k \times n/k \) submatrix consisting entirely of ones. Then, by corollary 1, none of the \( k(n - n/k) \) other elements in the same rows and none of the \((n - k)n/k\) other elements in the same columns are ones. Hence \( D \) contains at most \( n^2 - nk + n - n^2/k + n = (1 - 1/k)n^2 - (k - 2)n \) ones. \( \square \)

**Lemma 4** Suppose \( D \) is an \( n \times n \) representative matrix, \( n \geq 2 \). Then \( D \) contains at most \( \frac{n}{2}(1 + \sqrt{1 + 4([n/2] - 1)(n - 1)}) = n^2/\sqrt{2} + O(n) \) ones.

**Proof** By lemma 3, we may assume that \( D \) does not contain a \( 2 \times \lceil n/2 \rceil \) submatrix consisting entirely of ones. Thus, we can apply the result of Hyltén-Cavallius [HC58] on \( k_{2,j}(m,n) \), setting \( j = \lceil n/2 \rceil \) and \( m = n \). Since \( k_{2,[n/2]}(n,n) \) is the number of ones necessary to ensure that a \( 2 \times \lceil [n/2] \rceil \) submatrix containing only ones exists, the value we need is one less. \( \square \)
This result implies that $M(2) \leq 2$, $M(3) \leq 6$, and $M(4) \leq 9$. The lower bounds, $M(2) \geq 2$ and $M3 \geq 6$, follow from the examples in the introduction. The following example, in which each $*$ represents some uninteresting bilinear form, gives that $M(4) \geq 9$.

\[
\begin{pmatrix}
  a_1 & a_2 & a_3 & 0 \\
  0 & a_4 & 0 & a_5 \\
  a_6 & 0 & 0 & a_7 \\
  0 & 0 & a_8 & a_9
\end{pmatrix}
\begin{pmatrix}
  b_1 & 0 & 0 & b_6 \\
  0 & b_2 & 0 & b_4 \\
  0 & 0 & b_3 & b_8 \\
  b_9 & b_7 & b_5 & 0
\end{pmatrix}
= \begin{pmatrix}
  a_1 b_1 & a_2 b_2 & a_3 b_3 & * \\
  * & * & a_5 b_5 & a_4 b_4 \\
  * & a_7 b_7 & * & a_6 b_6 \\
  a_9 b_9 & * & * & a_8 b_8
\end{pmatrix}.
\]

Thus $M(2) = 2$, $M(3) = 6$, and $M(4) = 9$.

The proof of lemma 4 only used corollary 1 for $s = 2$. The same technique can also be applied for other values of $s$. Using the standard pigeonhole technique, the value $s = 3$ gives the best result asymptotically. The results of [HC58], [GZ91], and [Rom75] all give the asymptotic result we obtain in the following lemma, but since our problem is less general, the result given here is slightly tighter.

**Lemma 5** Suppose $D$ is an $n \times n$ representative matrix, $n \geq 4$. Let

\[
u = \frac{1}{2} \left(\lceil \frac{n}{3} \rceil - 1 \right)(n - 1)(n - 2) \quad \text{and} \quad v = \sqrt{u^2 - 1/27}.
\]

Then $D$ contains at most

\[n(1 + \sqrt{u + v} + \sqrt{u - v}) = n^2/\sqrt{3} + O(n)\]

ones.

**Proof** By lemma 3, we may assume that $D$ does not contain a $3 \times \lceil n/3 \rceil$ submatrix consisting entirely of ones. Consider any set of three rows. Then the number of columns in which all three rows have value one is no more than $\lceil n/3 \rceil - 1$. Let $T$ be the sum of this quantity, taken over all $\binom{n}{3}$ sets of three rows. Then $T \leq (\lceil n/3 \rceil - 1)n(n-2)/3$.

For $1 \leq i \leq n$, let $k_i$ denote the number of ones in the $i$th column. Then $m = \sum_{i=1}^n k_i$ is the number of ones in the entire matrix and $T = \sum_{i=1}^n \binom{k_i}{3}$. By coninxity, $T \geq n \left( \frac{m^3}{3n} \right)$. This implies that $T \geq n \left( \frac{m^3}{3n} \right)$. This implies that $(\lceil n/3 \rceil - 1)(n - 1)(n - 2) \geq$
\( \frac{m}{n} (\frac{m}{n} - 1)(\frac{m}{n} - 2) \). Let \( x = m/n - 1 \). Then \( x^3 - x - 2u \leq 0 \). Since \( u^2 - 1/27 > 0 \) for \( n \geq 4 \), the formula for the roots of cubic equations implies that \( x \leq \sqrt[3]{u + v} + \sqrt[3]{u - v} \) and, hence, \( m \leq n(1 + \sqrt[3]{u + v} + \sqrt[3]{u - v}) \). \( \square \)

For some small values of \( n \), the upper bound on \( M(n) \) implied by the following result is better. Like lemma 4, it only uses corollary 1 for \( s = 2 \).

**Lemma 6** Suppose \( D \) is an \( n \times n \) representative matrix, \( n \geq 2 \). Then \( D \) contains at most \( K = (n - 1)(\lceil 3n/2 \rceil - 2) - (n - 2)(\lceil 3n/4 \rceil - 1) + 3 \) ones.

**Proof** For \( 1 \leq i \leq n \), let \( k_i \) denote the number of ones in the \( i \)th row. Without loss of generality, assume \( k_i \geq k_{i+1} \) for \( 1 \leq i < n \).

If \( k_1 \leq \lceil 3n/4 \rceil - 2 \), then the total number of ones in \( D \) is

\[
\sum_{i=1}^{n} k_i \leq n(\lceil 3n/4 \rceil - 2) \leq K.
\]

Therefore, assume \( k_1 \geq \lceil 3n/4 \rceil - 1 \).

If any row, other than the first, contains \( \lceil 3n/4 \rceil - k_1 \) ones, then \( D \) contains a \( 2 \times \lceil n/2 \rceil \) submatrix consisting entirely of ones. Thus, by lemma 3, we may assume that no row, other than the first, contains more than \( \lceil 3n/2 \rceil - k_1 - 1 \) ones. Let \( s \) be the number of rows which contain exactly this many ones. Then the total number of ones in the matrix is bounded by

\[
k_1 + s(\lceil 3n/2 \rceil - k_1 - 1) + (n - s - 1)(\lceil 3n/2 \rceil - k_1 - 2) \text{ which equals } s(n - 2)k_1 + (n - 1)(\lceil 3n/2 \rceil - 2).
\]

The \( s \) rows must have ones where row one has zeros. By corollary 1, we must have that \( s(n - k_1) \leq n \), so the number of ones in the matrix is bounded by

\[
\lceil \frac{n}{n - k_1} \rceil - (n - 2)k_1 + (n - 1)(\lceil 3n/2 \rceil - 2) \\
\leq 3 - (n - 2)(\lceil 3n/4 \rceil - 1) + (n - 1)(\lceil 3n/2 \rceil - 2).
\]

\( \square \)

The following examples show that lemma 4 gives a tight bound for the problem of putting as many ones as possible in a matrix without violating the conditions in corollary 1, for \( n = 5 \) and \( n = 8 \). Ad hoc arguments show that the second matrix, with 21 ones, has the largest possible number of ones for \( n = 6 \), and the third matrix, with 31 ones, has the largest possible number
of ones for $n = 7$.

$$
\begin{bmatrix}
0 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 & 0
\end{bmatrix}
$$

It is possible that tighter results could be obtained by considering the $k \times ([n/k] + 1)$ submatrices for all $k \geq 2$, simultaneously, but this seems to be a hard problem. However, even if we could exactly determine the maximum number of ones that can be in an $n \times n$ matrix that does not contain any $k \times ([n/k] + 1)$ submatrix consisting only of ones, for all $k \geq 2$, we might still not have tight upper bounds for our original problem. For example, the best known lower bound for $M(5)$ is 12, though it is possible to put 16 ones in a $5 \times 5$ matrix satisfying the conditions of corollary 1. It seems that other techniques might be necessary to prove exact bounds.

In the next section, we demonstrate some other techniques which could be useful.

### 3 A tight bound for $2 \times 2$ matrices

In this section, we prove that $M(2) \leq 2$ using different techniques. The example in the introduction shows that this upper bound is tight.

Notice that a function that can be expressed as an affine combination of the variables $x_1, x_2, \ldots, x_k$ over GF(2) is either the constant 0 or 1 or a parity
function of a subset of those variables. To prove the upper bound, we first need to develop some properties of the product of two such functions.

Let $f, g : \{0, 1\}^k \rightarrow \{0, 1\}$ be constant or parity functions. Then

$$f(x_1, \ldots, x_k) = f_0 + \sum_{i=1}^{k} f_i x_i$$

and

$$g(x_1, \ldots, x_k) = g_0 + \sum_{i=1}^{k} g_i x_i$$

for some $f_0, \ldots, f_k, g_0, \ldots, g_k \in \{0, 1\}$. Let $\vec{0} \in \{0, 1\}^k$ denote the all zero vector and, for any subset $S \subseteq \{1, \ldots, k\}$, let $\vec{0}^{(S)} \in \{0, 1\}^k$ denote the vector such that

$$\vec{0}^{(S)}_i = \begin{cases} 1 & \text{if } i \in S \\ 0 & \text{if } i \notin S. \end{cases}$$

An assignment of a value in $\{0, 1\}^k$ to $x_1, x_2, \ldots, x_k$ will be called an input.

**Lemma 7** If $f \cdot g = 1$, then $f = g = 1$.

**Proof** Suppose $f \cdot g = 1$. Since $1 = (f \cdot g)(\vec{0}) = f(\vec{0}) \cdot g(\vec{0}) = f_0 g_0$, it follows that $f_0 = g_0 = 1$.

Now consider $i \in \{1, \ldots, k\}$. Since $1 = (f \cdot g)(\vec{0}^{(i)}) = f_i f_0 (g_i + g_0) = (f_i + 1)(g_i + 1)$, it follows that $f_i = g_i = 0$. Thus $f = g = 1$. □

**Lemma 8** If $f, g,$ and $h$ are parity functions and $f \cdot g = h$, then $f = g = h$.

**Proof** Since $f, g$ and $h$ are parity functions, they are satisfied by (i.e. have value 1 for) exactly half the inputs. But the inputs that satisfy $h$ are the inputs that satisfy both $f$ and $g$. Thus, the inputs that satisfy $h$ are contained in the set of inputs that satisfy $f$, and in the set of inputs that satisfy $g$. Therefore, $f = h$ and $g = h$. □

**Lemma 9** If $f$ and $f'$ are parity functions and $g$ and $g'$ are either constant or parity functions such that $f \cdot g + f' \cdot g' = 1$, then

$$f = f' + 1$$

and $g = f$ or $g = 1$, and

$$g' = f'$$

or $g' = 1$.

**Proof** Since $f$ and $f'$ are parity functions, they are satisfied by exactly half the inputs. The inputs that satisfy $f \cdot g$ are a subset of those that satisfy $f$;
then by lemma 8, \( f \cdot g \) is satisfied by at most half the inputs. This is also true for \( f' \cdot g' \). But \( f \cdot g + f' \cdot g' = 1 \), so every input satisfies either \( f \cdot g \) or \( f' \cdot g' \). Therefore, \( f \cdot g \) and \( f' \cdot g' \) are each satisfied by exactly half the inputs.

For \( f \cdot g \) to be satisfied for exactly half the inputs, it must be the case that \( g \) is satisfied by all inputs that satisfy \( f \). This implies that \( f \cdot g = f \). If \( g \neq 1 \), then by lemma 8, \( f = g \). Similarly, \( f' \cdot g' = f' \) and either \( g' = f' \) or \( g' = 1 \). Hence, \( 1 = f \cdot g + f' \cdot g' = f + f' \), so \( f = f' + 1 \).

**Theorem 1** \( M(2) \leq 2 \).

**Proof** Let

\[
A = \begin{bmatrix} f_{11} & f_{12} \\ f_{21} & f_{22} \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix},
\]

where \( f_{11}, f_{12}, f_{21}, f_{22}, g_{11}, g_{12}, g_{21}, \) and \( g_{22} \) are constant or parity functions of the variables \( a_1, a_2, a_3, b_1, b_2, b_3 \). Suppose, to obtain a contradiction, that \( a_1 b_1, a_2 b_2, \) and \( a_3 b_3 \) are three of the four entries in the product matrix \( C = A \cdot B \). Without loss of generality, we may assume that

\[
\begin{align*}
f_{11} \cdot g_{11} + f_{12} \cdot g_{21} &= a_1 b_1 \\
f_{11} \cdot g_{12} + f_{12} \cdot g_{22} &= a_2 b_2, \quad \text{and} \\
f_{21} \cdot g_{11} + f_{22} \cdot g_{21} &= a_3 b_3.
\end{align*}
\]

Consider the functions \( f'_{11}, f'_{12}, f'_{21}, f'_{22}, g'_{11}, g'_{12}, g'_{21}, \) and \( g'_{22} \) that result from setting \( a_1 = b_1 = a_3 = b_3 = 1 \). These functions are also constant or parity functions. Now

\[
\begin{align*}
f'_{11} \cdot g'_{11} + f'_{12} \cdot g'_{21} &= 1 \\
f'_{11} \cdot g'_{12} + f'_{12} \cdot g'_{22} &= a_2 b_2, \quad \text{and} \\
f'_{21} \cdot g'_{11} + f'_{22} \cdot g'_{21} &= 1.
\end{align*}
\]

If \( f'_{11} = 0 \), then \( f'_{12} \cdot g'_{21} = 1 \); so by lemma 7, \( f'_{12} = g'_{21} = 1 \). This implies \( a_2 b_2 = g'_{22} \), which is impossible, since \( a_2 b_2 \) is neither a constant nor a parity function. Thus \( f'_{11} \neq 0 \). Similarly, \( f'_{12}, g'_{12}, g'_{22} \neq 0 \).

If \( f'_{11}, f'_{12} \neq 1 \), then, by lemma 9, \( f'_{12} = f'_{11} + 1 \). Similarly, if \( g'_{12}, g'_{22} \neq 1 \), then \( g'_{22} = g'_{12} + 1 \). If both these equations are true, then

\[
\begin{align*}
a_2 b_2 &= f'_{11} \cdot g'_{12} + f'_{12} \cdot g'_{22} \\
&= f'_{11} \cdot g'_{12} + (f'_{11} + 1) \cdot (g'_{12} + 1) \\
&= 1 + f'_{11} + g'_{12}.
\end{align*}
\]
This is impossible, since $1 + f_{11} + g_{12}$ is a constant or parity function. Therefore, at least one of $f_{11}', f_{12}', g_{12}'$, and $g_{22}'$ is 1. Without loss of generality, say $f_{11}' = 1$. Then $a_2b_2 = g_{12}' + f_{12}'g_{22}'$.

Now either $g_{12}' = 1$ or $g_{22}' = 1$. Otherwise, by lemma 9, $a_2b_2 = g_{12}' + f_{12}'(g_{12}' + 1)$ or, equivalently, $a_2b_2 + (f_{12}' + 1) \cdot (g_{12}' + 1) = 1$. But this would contradict lemma 9, since $a_2, b_2, g_{12}' + 1 \neq 0, 1$ and $b_2 \neq a_2$.

Furthermore, $g_{22}' \neq 1$ or else $a_2b_2 = g_{12}' + f_{12}'$. This is impossible because $g_{12}' + f_{12}'$ is a constant or parity function. Therefore, $g_{12}' = 1$.

Then $a_2b_2 = 1 + f_{12}'g_{22}'$ or, equivalently, $a_2b_2 + f_{12}'g_{22}' = 1$. Since $a_2 \neq 0, 1$ and $b_2 \neq 1, a_2$, it follows from lemma 9 and the commutativity of $f_{12}'$ and $g_{22}'$, that neither $f_{12}'$ nor $g_{22}'$ can be parity functions; thus, they are constant. But this implies that $a_2b_2$ is also constant, which it is not. Hence $M(2) \leq 2$. 

\[ \square \]

4 Conclusion

The following theorem summarizes the results of sections 2 and 3.

**Theorem 2** Let $u = \frac{1}{2}([n/3] - 1)(n - l)(n - 2)$ and $v = \sqrt{u^2 - 1}/27$. Then for $n \geq 4$,

$$M(n) \leq n(1 + \sqrt[3]{u} + v) + \sqrt[3]{u} - v) = n^2/\sqrt[3]{3} + O(n).$$

In addition, $M(2) = 2, M(3) = 6, \text{ and } M(4) = 9$.

The above theorem states the best asymptotic results, but for some small values of $n$, lemmas 4 and 6 give better results, as the following table shows. The theorem gives the best results for larger values of $n$ than those shown in the table.
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