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A Dynamic Continuation-Passing Style
for Dynamic Delimited Continuations*

Dariusz Biernacki, Olivier Danvy, and Kevin Millikin

BRICST
Department, of Computer Science
University of Aarhus?

February 2005

Abstract

We present a new abstract machine that accounts for dynamic delimited
continuations. We prove the correctness of this new abstract machine with
respect to a definitional abstract machine. Unlike this definitional abstract ma-
chine, the new abstract machine is in defunctionalized form, which makes it
possible to state the corresponding higher-order evaluator. This evaluator is
in continuation+state passing style, and threads a trail of delimited continua-
tions and a meta-continuation. Since this style accounts for dynamic delimited
continuations, we refer to it as ‘dynamic continuation-passing style.’

We illustrate that the new machine is more efficient than the definitional
one, and we show that the notion of computation induced by the corresponding
evaluator takes the form of a monad.

*Preliminary version.
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1 Introduction

Delimited continuations have been a topic of study for 15 years now [9,13], with two
main lines of work: Felleisen’s operational approach [13,15] where dynamic delim-
ited continuations are represented as lists of control-stack frames and composed by
list concatenation, and Danvy and Filinski’s denotational approach [9] where static
delimited continuations are represented with continuation-passing functions and com-
posed by continuation-passing function composition. It is well known that static and
dynamic delimited continuations differ in behavior, even though they have the same
expressive power [21]. Recently, we have pointed out in which sense dynamic delim-
ited continuations are incompatible with continuation-passing style (CPS) [3, Sec-
tion 4.5], and how they make it possible to program a breadth-first tree traversal in
direct style and with no auxiliary parameter [4].

Static delimited continuations are compatible with continuation-passing style be-
cause a program using them can be CPS-transformed using a traditional notion of
CPS transformation [10,19,22]. The abstract machine accounting for static delim-
ited continuations is in defunctionalized form [11,20] and corresponds to a definitional
evaluator in CPS [3,20], which itself corresponds to the associated CPS transformer:

CPS transformer
A

|
I associated transformer

: into the term model

|
continuation-passing evaluator

defunctionalization refunctionalization

abstract machine

In contrast, dynamic delimited continuations are specified with an abstract machine
which is not in defunctionalized form [3, Section 4.5], and only recently have they
been characterized with a non-standard notion of CPS [21].

This work: We present a new abstract machine that accounts for dynamic delim-
ited continuations and that is in defunctionalized form, and we prove its equivalence
with a definitional abstract machine that is not in defunctionalized form. We also
present the corresponding new evaluator from which one can obtain the correspond-
ing new CPS transformer. The resulting ‘dynamic continuation-passing style’ threads
a list of trailing delimited continuations, i.e., it is a continuation-+state-passing style.
This style is equivalent to, but simpler than the one recently proposed by Shan [21],
and structurally similar to the one recently proposed by Dybvig, Peyton Jones, and
Sabry [12]. We also show that it corresponds to a computational monad.



Prerequisites: We assume a passing familiarity with the notions of continuation, of
delimited continuation, and of defunctionalization. In particular, we use Danvy and
Nielsen’s characterization of a program being in the range of defunctionalization [11]:
the first-order representation of functions should have a single point of consumption.
So for example, the following ML program traverses a binary tree in depth-first order,
using a stack (represented as a list):

datatype tree = LEAF of int
| NODE of tree * int * tree

(*x depth_first_stack_based_enumeration : tree -> int list *)
fun depth_first_stack_based_enumeration t
= let (* visit : tree * tree list -> int list *)
fun visit (LEAF i, a)
=i :: (continue (a, ()))
| visit (NODE (t1, i, t2), a)
=i :: (visit (t1, t2 :: a))
(* continue : tree list * unit -> int list *)
and continue (nil, ())
= nil
| continue (t :: a, )
= visit (t, a)
in visit (¢, nil)
end

The intermediate list of trees is constructed in the inductive case (with the expression
t2 :: a) and consumed by continue. This program is therefore in defunctionalized
form, and the corresponding higher-order program reads as follows:

(*x depth_first_higher_order_enumeration : tree -> int list %)
fun depth_first_higher_order_enumeration t
= let (* visit : tree * (unit -> int list) -> int list *)
fun visit (LEAF i, a)
=i :: (a )
| visit (NODE (t1, i, t2), a)
=1i :: (visit (t1, fn () => visit (t2, a)))
in visit (t, fn () => nil)
end

Defunctionalizing the higher-order program yields the stack-based program, and con-
versely, Church-encoding the list in the stack-based program yields the higher-order
program [11].

By folding the definition of continue in the induction case of the stack-based
definition, we can make it even more clear that the definition uses a stack:

| visit (NODE (t1, i, t2), a)
=13 :: (continue (t1 :: t2 :: a, ()))

By replacing the stack with a queue, we obtain a program that traverses the source
tree in breadth-first order:



| visit (NODE (t1, i, t2), a)
=13 :: (continue (a @ (t1 :: t2 :: nil), ()))

(Nothing else changes in the definition.) This queue-based program is not in de-
functionalized form because the intermediate list of trees, which is constructed in
the inductive case (with the expression t1 :: t2 :: nil), is not solely consumed by
continue—it may also be consumed by @ (i.e., the list-concatenation function) in a
subsequent recursive call.

Overview: We first present the definitional machine for dynamic delimited contin-
uations in Section 2. We then present the new machine in Section 3 and we establish
their equivalence in Section 4. The new machine is in defunctionalized form and
we present the corresponding higher-order evaluator in Section 5. This evaluator is
expressed in a dynamic continuation-passing style. We address the issue of efficiency
in Section 6 and in Section 7, we show that dynamic continuation-passing style can
be characterized with a computational monad.

2 The definitional abstract machine

In our earlier work [3], we obtained an abstract machine for static delimited continua-
tions by defunctionalizing a definitional evaluator that had two layered continuations.
In this abstract machine, the first continuation takes the form of an evaluation context
and the second one takes the form of a stack of evaluation contexts. By construc-
tion, this abstract machine is an extension of Felleisen et al.’s CEK machine [14],
which has one evaluation context and is itself a defunctionalized evaluator with one
continuation [8].

The abstract machine for static delimited continuations implements the applica-
tion of a delimited continuation (represented as a captured context) by pushing the
current context on the stack of contexts and installing the captured context as the
new current context. In contrast, applying a dynamic delimited continuation (also
represented as a captured context) is implemented by concatenating the captured
context to the current context. As a result, static and dynamic delimited continua-
tions differ because a subsequent control operation will capture either the remainder
of the reinstated context (in the static case) or the remainder of the reinstated context
together with the then-current context (in the dynamic case). An abstract machine
implementing dynamic delimited continuations therefore requires one to define an
operation to concatenate contexts.

Figure 1 displays the definitional abstract machine for dynamic delimited con-
tinuations, including the operation to concatenate contexts. It only differs from
our earlier abstract machine for static delimited continuations [3, Figure 7 and Sec-
tion 4.5] in the way captured delimited continuations are applied, and is otherwise
consistent with Felleisen et al.’s definition of delimited-continuation composition by
concatenation of their representation [15].

Contexts form a monoid:

Proposition 1. The operation x defined in Figure 1 satisfies the following properties:



e Terms: eu=uz | Av.e | eper | #e | Fk.e

e Values (closures and captured continuations): v == [z, e, p] | Cy
e Environments: p = pm | p{z — v}
e Contexts: Cy =:=-end | arg((e,p), C1) | fun(v, C1)
e Concatenation of contexts:
end x C e o
de

arg ((e, p), C1) x Cq
fun (v, C1) x C}

arg ((e, p), C1xC1)
fun (v, C1 xCY)

e Meta-contexts: Cy ::=nil | Cy :: Cy
e Initial transition, transition rules, and final transition:
e = (e, pmt, end, nil) ey
(z, p, C1, C2)evar = (C1, p(7), C2)cont,
(Az.e, p, C1, C2)evar = (Ch, [z, €, p|, C2)cont,
(eoer, p, C1, Co)evar = (eo, p, arg((e1,p), C1), C2)evar
(#e, p, C1, C2)ecvar = (e, p, end, C1 i C2) cval
(Fk.e, p, C1y CoYepwr = (e, p{k — C1}, end, C2)cpal
(end, v, C2)cont, = (C2, V)cont,
(arg ((e, p), C1), v, C2)eont, = (e, p, fun (v, C1), C3)cpal
(fun([z, e, pl, C1), v, Ca)eont, = (e, pla = v}, Co, Co)evar
(fun (C1, C1), v, C2)cont, = (C1*C1, v, C2)cont,
(C1::C2,y V)cont, = (C1, v, C2) cont,
(nil; VYeont, = W

Figure 1: The definitional call-by-value abstract machine
for the A-calculus extended with F and #

(1) Cyxend = C;y = end % Cy,
(2) (C1xC)*xCY =C1*(C;xCY).

Proof. By induction on the structure of C4.



In Figure 1, the constructors of contexts are not solely consumed by the cont;
transitions of the abstract machine, but also by x. Therefore, the definitional ab-
stract machine is not in the range of defunctionalization, and does not correspond
to a higher-order evaluator. In the next section, we present a new abstract machine
that implements dynamic delimited continuations and is in the range of defunction-
alization.

3 The new abstract machine

The definitional machine is not in the range of defunctionalization because of the
concatenation of contexts. We therefore introduce a new component in the machine
to avoid this concatenation. This new component, the trail of conterts, holds the
then-current contexts that would have been concatenated to the captured context
in the definitional machine. These then-current contexts are then reinstated in turn
when the captured context completes. Together, the current context and the trail of
contexts represent the current dynamic context. The final component of the machine
holds a stack of dynamic contexts (represented as a list: nil denotes the empty list,
the infix operator :: denotes list construction, and the infix operator @ denotes list
concatenation, as in ML).

Figure 2 displays the new abstract machine for dynamic delimited continuations.
It only differs from the definitional abstract machine in the way dynamic contexts are
represented (a context and a trail of contexts (represented as a list) instead of one
concatenated context). In Section 4, we establish the equivalence of the definitional
machine and of the new machine.

In the new machine, and unlike in the definitional machine, context construc-
tors are only consumed in the cont; transitions (instead of also in the context-
concatenation function). Therefore, the new machine, unlike the definitional ma-
chine, is in the range of defunctionalization. It can be refunctionalized to produce a
higher-order evaluator, which we present in Section 5.

4 Equivalence of the definitional machine and of
the new machine

We relate the configurations and transitions of the definitional abstract machine to
those of the new abstract machine. As a diacritical convention [23], we annotate the
components, configurations, and transitions of the definitional machine with a tilde
(7). Also, we convert a dynamic context of the new machine (a context and a trail
of contexts) into another context of the new machine in order to relate it to a context
of the definitional machine:

Definition 1. We define an operation %, concatenating a new context and a trail of
new contexts, by induction on its second argument:

~ . def
Oy xnil € ¢y

Cl ;\(Ci o Tl) def

= Cl * (C{ ;;Tl)



e Terms: eu=uz | Av.e | eper | #e | Fk.e

e Values (closures and captured continuations): v == [z, e, p| | [Cy, T1]
e Environments: p = pm | p{z — v}

e Contexts: Cy =:=-end | arg((e,p), C1) | fun(v, C1)

e Trail of contexts: Ty == nil | C; = T

e Meta-contexts: Cy := nil | (C1,T1) :: Co

e Initial transition, transition rules, and final transition:

e = (e, pme, end, nil, nil) cya
(z, p, C1, T, C2)evar = (Ch1, p(), Th, C2) cont,
(Az.e, p, C1, Th, C2)evar = (Ch, [7, €, pl, Th, C2) cont,
(eoer, p, C1, T1, C2)evar = (€0, p; arg((e1,p), C1), T1, Ca)cval
(#e, p, C1, T1, Co)evar = (e, p, end, nil, (C1,T1) 2 C2) eval
(Fk.e, p, C1, T1, Co)evar = (e, p{k — [C1, T1]}, end, nil, C3) cyal
(end, v, nil, C9)cont, = (C2, V) conts
(end, v, Cy :: Ty, C2)cont; = (C1, v, T1, C2) cont,
(arg ((e, p), C1), v, T1, C2)eont, = (e, p, fun (v, C1), T1, C2) cvai
(fun ([z, e, p], C1), v, Th, C2)cont, = (e, p{a: — U} Cy, Th, C3) evai
(fun ([C1, T]], C1), v, Th, C)eont, = (Ci, v, T Q(Cy :: T1), C2) cont,
((C1,Th) =: Cay V)cont, = (Ch, v, T, C2>cont,
(nil; VYeont, = W

Figure 2: A new call-by-value abstract machine
for the A-calculus extended with F and #

Proposition 2. Cy % (C] = Ty) = (C1 x Cy) * 11,

Proof. Follows from Definition 1 and from the associativity of x (Proposition 1(2)).

Proposition 3. (C,%T)*T] =C1 % (T1 QTY).

Proof. By induction on the structure of 77.

O



Definition 2. We relate the definitional abstract machine and the new abstract ma-
chine with the following family of relations ~:

(1) Terms: e~ eiffe=e
(2) Values:
(a) [Z,€ p] = [z, e, p] iff T=2,€=ce and p ~eny p
(b) Ch ~ [Ch, TH) Zﬁa ~. C1xTh
(8) Environments: p ~eny p iff dom (p) = dom (p) and for all z € dom (p),
p(x) =y p(z)
(4) Contexts:

(a) end ~, end
(b) 37@((57/377 51) ¢ arg ((eap), Ch) iff e ~c e, p ~enyv p, and CNl ~. C
(c) fuNn(E7 6‘1) ~. fun (v, C1) iff UV ~, v and C, ~. Ci

(5) Meta-contexts:

(a) nil ~me nil

(b) 6’; = 6’; ~me (C1,T1) = Cy zﬁa ~. C1*T, and ,C'\; ~me Co
(6) Configurations:

(a’) <ga ﬁa Cva 52>N =~ <€a P, 017 Tl; C2>eval Zﬁ

eval —_
€ =e €, P Zenv P, Cl ¢ Cl *Tl; and C12 “mc C'2

(b) <51, ﬁa 52>N = (Cl7 v, 11, C2>cont1 Zﬁ

conty
Ci o~ C1%T1, Ve v, and Co ~pe Co

(C) <6’;’ :E>Z;Lt/2 = <027 v>cont2 Zﬁ

Cy ~me O3 and v ~, v

Definition 3. The partial functions eval and eval mapping terms to values are de-
fined as follows:

(1) eval (e) = v if and only if the definitional abstract machine, started with the
term e, stops with the value v,

(2) eval (e) = v if and only if the new abstract machine, started with the term e,
stops with the value v.

We want to prove that eval and eval are defined on the same programs (i.e., closed
terms), and that for any given program, they yield equivalent values.

Theorem 1 (Equivalence). For any program e, eval (e) =V if and only if eval (e) =
v and U ~, v.



Proving Theorem 1 requires proving the following lemmas.
Lemma 1. If Cy ~, Cy and C} ~ C! then C1 % C| ~2¢ Cy .
Proof. By induction on the structure of 6’1 O

The following lemma addresses the configurations of the new abstract machine
that break the one-to-one correspondence with the definitional abstract machine. By
writing § =* ¢’, 6§ =1 4’ and § =! &, we mean that there is respectively zero or
more, one or more, and at most one transition leading from the configuration § to
the configuration ¢'.

Lemma 2. Let § = (end, v, T1, C3) cont, -
(1) Ifend* Ty = end then § =* (end, v, nil, C2)cont, -
(2) Ifend* Ty = Cy % T] # end then 6 =* (C1, v, T}, C2)cont, -
(3) If Th # nil and 6 ~ & and 6 = 8 then 6 ~ &',
Proof. By induction on the structure of Tj. O
The following key lemma relates single transitions of the two abstract machines.
Lemma 3. Ifg: 6§ then
(1) if 6 = 0 then there exists a configuration §' such that § =% &' and &' ~ &',
(2) if 6 = &' then there exists a configuration & such that § =' & and &' ~ §'.

Proof. By case analysis of 5 ~ §. Most of the cases follow directly from the definition
of the relation ~. We show the proof of one such case:

Case: 6 = (z, p, CN’l, 6’;>~ and 0 = (z, p, C1, T1, C2) cval-

eval
From the definition of the definitional abstract machine, 5= 0 , where
§ = <Cla ﬁ(,‘f)a C2>$;Lt/1.
From the definition of the new abstract machine, § = §’, where
5I = <Cla p(f)f), Tla 02>cont1~ N . B
By assumption, p(Z) ~ p(z), C; ~. C; *T1 and C ~p,c Cy. Hence, § ~ §’ and
both directions of the lemma are proved in this case.

There are only three interesting cases. One of them arises when a captured con-
tinuation is applied, and the remaining two explain why the two abstract machines
do not operate in lock step:

Case: § = (fun (C}, C1), ¥, Ca) o and 6 = (fun ([C}, T{), C1), v, T1, C2)cont,
From the definition of the definitional abstract machine, 5= , where

g/ = <6{;6{7 7177 6;>N

conty”



From the definition of the new abstract machine, § = §’, where
5/ = <Ci, v, Tll Q (Cl b Tl)a C’2>contj-

By assumption, C] ~. C{ * T} and CN’l ~. C1%T.

By Lemma 1, we have Cf %Cp = (CLFT))  (CLFTY).

By the definition of %, (C1 *T7) * (C1 *T1) = (Cy *T{) * (Cy = TY).
By Proposition 3, (C1 *T)) % (Cy :: Ty) = C1 % (T] @ (Cy = Th)).

Since

v ~, v and Cy ~,,. Cs, we infer that 8" ~ & and both directions of the lemma

are proved in this case.

Case:

(1)

(2)

5= (end, ¥, Co)r

conty

and § = (end, v, T1, C2) cont,

From the definition of the definitional abstract machine, 5= o , where 5 =
(Ca, V)

By the definition of ~, end ~.endx T}, so end* T} = end by the definition of

Then by Lemma 2(1), § =* (end, v, nil, C2) cont, -
Hence, 6 =T §’, where &' = (Cy, v) cont, and &’ ~ §'.

If Ty = nil then § = ¢, where & = (Ca, v)cont,, and 5 = (5~', where &' =
<Cg, 5>m, with ¢’ ~ ¢'.

Otherxzise, Ty =end :: T{ and 6 = ¢’, where &' = (end, v, T}, C2)cont,. Obvi-
ously, 8" ~ ¢'.

g: <617 57 a\;>N

conty

and 6 = (end, v, T1, C2) cont, , Where Cy # end.

Assume that § = ¢'. By Lemma 2(2), § =1 ¢, where

§ = (C1, v, T{, C9)eont, and Cy # end and 5~ 4. Hence, we have reduced
this case to one of the trivial cases (not shown in the proof), where 5~ o
and 6 = 0. Therefore, there exists a configuration 6” such that ¢’ = ¢ and
8~ 8.

Assume that § = §'. By Lemma 2(3), 6 ~ ¢

O

Given the relation between single-step transitions of the two abstract machines, we
can generalize it straightforwardly to the relation between their multi-step transitions.

Lemma 4. [fg: 6 then

(1)
(2)

if § =% &' then there exists a configuration &' such that § =+ &' and &' ~ &';

if 6 =T &' then there exists a configuration 8" such that 6 =* ' and &' ~ §'.

Proof. Both directions follow from Lemma 3 by induction on the number of transi-

tions.

O

We are now in position to prove the equivalence theorem.



Proof of Theorem 1. The initial configuration of the definitional abstract machine,
i.e., (€, pmt, end, nil) — ., and the initial configuration of the new abstract machine,
ie., (e, pmt, end, nil, nil)¢pq, are in the relation ~. Therefore, if the definitional

abstract machine reaches the final configuration (rﬁ I, @}m, then by Lemma 4, there

is a configuration ¢’ such that § =7 ¢’ and 5~ 8 By the definition of ~, §’ must
be (nil, v)cont,, with ¥ ~, v. The proof of the converse direction follows the same
steps. O

5 The evaluator corresponding to the new abstract
machine

The raison d’étre of the new abstract machine is that it is in defunctionalized form.
We present the corresponding higher-order evaluator in Figure 3. This evaluator is
expressed in a continuation-+state-passing style where the state consists of a trail of
continuations and a meta-continuation. Since this continuation-+state-passing style
came into being to account for dynamic delimited continuations, we refer to it as a
‘dynamic continuation-passing style.’

The corresponding dynamic CPS transformer can be immediately obtained as the
associated syntax-directed encoding into the term model of the meta-language. The
full version of this article presents it in detail [5].

6 Efficiency issues

The new abstract machine implements the dynamic delimited control operators F and
# more efficiently than the definitional abstract machine. The efficiency gain comes
from allowing continuations to be implemented as lists of stack segments—which
is generally agreed to be the most efficient implementation for first-class continua-
tions [6,7,17]—without imposing a choice of representation on the stack segments.

In particular, when the definitional abstract machine applies a captured context
C1 in a current context C7, the new context is Cf x C1, and constructing it requires
work proportional to the length of the context C]. In contrast, when the new ab-
stract machine applies the equivalent context [C], T]] in a current context C; with
a current trail of contexts 77, the new trail is 7] @ (C4 :: T1), and constructing it re-
quires work proportional to the number of contexts (i.e., stack segments) in the trail,
independently of the length of each of these contexts. In the worst case, each context
in the trail has length one and the new abstract machine does the same amount of
work as the definitional machine. In all other cases it does less.

The following implementation of a list copy function (expressed in ML syntax)
illustrates the situation:

10



1T

Terms:

Expo>en=2a | Ax.e | eger | #e | Fk.e

Answers, meta-continuations, continuations and values:

Ans = Val
0o, ko € Conty = Val — Ans
01,k1 € Cont; = Val x List(Cont;) x Conta — Ans

v € Val =Val x Cont; x List(Cont;) x Contz — Ans

Initial meta-continuation: 5 = Av.v

Initial continuation: 6; = A(v,t1, k2).case t1

of nil = kav
| ki o t/l = k1 (U,tll,kg)
Environments: Env 3 p = pp | p{z — v}

Evaluation function: eval : Exp x Env x Cont; x List(Cont;) x Conty — Ans

eval (Az.e, p, k1,11, k 2;
eval (eg e, p, k1,11, k2)
)
)

eval(]-'k e p,kl,tl,kg

(p(z),t1, k2)

eval (I P, kl, tl, kQ p(

()\(U kl,tl, kg) eval (6 p{él'} — ’U} kl,tl, kg) tl, kg)
al (
al (
al (

e, p,01,nil, \v.ky (v, 61, k2))
(& p{k = )\(’U kll,tll,kg) ]{1 (’U tl @ (kll b tll),kg)},el, niI, kg)

k1
k1
ev,
eval(#e P, kl,tl, 2 ev
ev,

Main function: evaluate : Exp — Val

evaluate (¢) = eval (e, pmt, 61, nil, 63)

Figure 3: A call-by-value evaluator for the A-calculus extended with F and #

€0, P, (UOa tla k2) eval (615 P A(/Ulvtlv kQ)'UO (Ul, kla tla k2)7 tla k2)7 tla k2)




(* 1list_copy : ’a list -> ’a list x*)
fun list_copy xs
= let fun visit nil

= control (fn k => k nil)

| visit (x :: x8)
=x :: (visit xs)
in prompt (fn () => visit xs)

end

The initial call to visit is delimited by prompt (alias #), and in the base case, the
(delimited) continuation is captured with control (alias F). This delimited contin-
uation is represented by a context whose size is proportional to the length of the
list. In the definitional abstract machine, the entire context must be traversed and
copied when invoked (i.e., immediately). In the new machine, only the (empty) trail
of contexts is traversed and copied. Therefore, the definitional abstract machine does
work proportional to the length of the input list, whereas the new abstract machine
does the same work in constant time.

A small variation on the function above causes the definitional machine to perform
an amount of work which is quadratic in the length of the input list, by copying
contexts whose size is proportional to the length of the list on every recursive call:

(* list_copy’ : ’a list -> ’a list *)
fun list_copy’ xs
= let fun visit nil

= control (fn k => k nil)

| visit (x :: xs)
=x :: (control (fn k => k (visit xs)))
in prompt (fn () => visit xs)

end

The delimited continuation captured by control is represented by a context whose
size is proportional to the length of the list traversed so far (i.e., 0, 1, 2, etc.). In
contrast to this quadratic behavior, the new abstract machine performs an amount of
work that is linear in the length of the input list since it performs a constant amount
of work at each application of a continuation (i.e., once per recursive call).

Implementing the composition of delimited continuations by concatenating their
representations incurs an overhead proportional to the size of one of the delimited
continuations, and is therefore subject to pathological situations such as the one
illustrated in this section.

7 A monad for dynamic continuation-passing style
The evaluator of Figure 3 is compositional, and has type:

Exp x Env x Cont; x List(Cont;) x Cont; — Ans
Let us curry it to exhibit its notion of computation:

Exp x Env — Cont; — List(Cont;) x Conta — Ans
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Proposition 4. The type constructor

D(Val) = Cont; — List(Cont;) x Contz — Ans

where Ans = Val
Conty = Val — Ans

Cont; = Val — List(Cont;) x Conty — Ans

Val = Val — Cont; — List(Cont;) x Conty — Ans

together with the functions

unit :  Val — D(Val)
unit (U) = )\kl.)\(tl,kg).klv(tl,kQ)
bind : D(Val) x (Val — D(Val)) — D(Val)

bind (C7 f) = )\k‘l.)\(tl, k?g).c ()\’U)\( /1, ké)f’u kl ( /17 ké)) (tl, kg)

form a continuation+state monad, where the state pairs the trail of continuations
and the meta-continuation. (The state could be n-reduced in the definitions of unit
and bind, yielding the definition of the continuation monad.)

Proof. A simple equational verification of the three monad laws [18]. O

Therefore the evaluator of Figure 3 is a specialized version of the usual call-by-value
monadic evaluator with respect to the monad above, given two monad operators,
one for delimiting control with # and one for abstracting control with F. (The full
version of this article contains more detail [5].) Dynamic continuation-passing style
therefore fits the functional correspondence between evaluators and abstract machines
advocated by the two first authors [1,2]. In particular, we are now in position to
make dynamic delimited continuations coexist with arbitrary computational effects
expressed as monads.

8 Related work

As mentioned in the introduction, the original approaches to delimited continua-
tions were split between composing continuations by concatenating their represen-
tations and composing them using continuation-passing function composition. Re-
cently, Shan [21] and Dybvig, Peyton Jones, and Sabry [12] each have proposed an
account of dynamic delimited continuations using a continuation—+state-passing style.

Shan’s development extends Felleisen et al.’s idea of an algebra of contexts [15]
(the state represents the prefix of a meta-continuation and is equipped with algebraic
operators Send and Compose to propagate intermediate results and compose the
representation of delimited continuations). Like our dynamic continuation-passing
style, Shan’s continuation-passing style hinges on the requirement that the answer
type of continuations be recursive. Our dynamic continuation-passing style also uses
a state, namely a trail of contexts and a meta-continuation. This representation,
however, only requires the usual list operations, instead of the dedicated algebraic
operations provided by Send and Compose. Consequently, the abstract machine of

13



Section 3 is simpler than the abstract machine corresponding to Shan’s continuation-
passing style. (We have constructed this abstract machine.) Shan’s transformation
can account for two other variations on F. Our continuation-passing style can be
adapted to account for these as well, by defunctionalizing the meta-continuation.

Dybvig, Peyton Jones, and Sabry’s continuation+state-passing style threads a
state which is a prompt-annotated list of continuations. This state is structurally sim-
ilar to ours in the sense that defunctionalizing and flattening our meta-continuation
and appending to it our trail of continuations yields their state without prompt anno-
tations. In particular, enriching our meta-continuation with named prompts precisely
yields Dybvig, Peyton Jones, and Sabry’s state. We find this coincidence of result
remarkable considering the difference of motivation and methodology:

e Dybvig, Peyton Jones, and Sabry sought “a typed monadic framework in which
one can define and experiment with arbitrary [delimited] control operators” [12,
Section 7] whereas

e we wanted an abstract machine for dynamic delimited continuations that is
in the range of Reynolds’s defunctionalization in order to provide a consistent
spectrum of tools for programming with and reasoning about delimited contin-
uations, both in direct style and in continuation-passing style.

9 Conclusion and issues

In our earlier work [4], we argued that dynamic delimited continuations need exam-
ples, reasoning tools, and meaning-preserving program transformations, not only new
variations, new formalizations, or new implementations. Our present work partly ful-
fills these wishes by providing an abstract machine that is in defunctionalized form,
the corresponding evaluator, the corresponding CPS transformer, and a monadic no-
tion of continuation-passing style that accounts for dynamic delimited continuations.

In the full version of this article [5], we revisit the breadth-first traversal in direct
style we presented in our earlier work [4] and that we briefly touched upon in Section 1.
This breadth-first traversal uses dynamic delimited continuations; CPS-transforming
it and defunctionalizing the resulting continuations yields an iterative program using
a queue—a situation which is pleasingly symmetric to the depth-first counterpart of
this breadth-first traversal: the depth-first traversal uses static delimited continua-
tions; CPS-transforming it and defunctionalizing the resulting continuations yields
an iterative program using a stack.

Compared to static delimited continuations, dynamic delimited continuations still
remain largely unexplored. We believe that the spectrum of compatible computa-
tional artifacts presented here—abstract machine, evaluator, computational monad,
and dynamic continuation-passing style—puts one in a better position to assess them.
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