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Full Abstraction for HOPLA

Mikkel Nygaard Glynn Winskel
BRICS* Computer Laboratory
University of Aarhus University of Cambridge

Abstract

A fully abstract denotational semantics for the higher-order pro-
cess language HOPLA is presented. It characterises contextual and
logical equivalence, the latter linking up with simulation. The seman-
tics is a clean, domain-theoretic description of processes as downwards-
closed sets of computation paths: the operations of HOPLA arise as
syntactic encodings of canonical constructions on such sets; full ab-
straction is a direct consequence of expressiveness with respect to com-
putation paths; and simple proofs of soundness and adequacy shows
correspondence between the denotational and operational semantics.

1 Introduction

HOPLA (Higher-Order Process LAnguage [19]) is an expressive language for
higher-order nondeterministic processes. It has a straightforward operational
semantics supporting a standard bisimulation congruence, and can directly
encode calculi like CCS, higher-order CCS and mobile ambients with public
names. The language came out of work on a linear domain theory for con-
currency, based on a categorical model of linear logic and associated comon-
ads [4, 18], the comonad used for HOPLA being an exponential ! of linear
logic.

The denotational semantics given in [19] interpreted processes as pre-
sheaves. Here we consider a “path semantics” for HOPLA which allows us to
characterise operationally the distinguishing power of the notion of computa-
tion path underlying the presheaf semantics (in contrast to the distinguish-
ing power of the presheaf structure itself). Path semantics is similar to trace
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semantics [10] in that processes denote downwards-closed sets of computa-
tion paths and the corresponding notion of process equivalence, called path
equivalence, is given by equality of such sets; computation paths, however,
may have more structure than traditional traces. Indeed, we characterise
contextual equivalence for HOPLA as path equivalence and show that this
coincides with logical equivalence for a fragment of Hennessy-Milner logic
which is characteristic for simulation equivalence in the case of image-finite
processes [8].

To increase the expressiveness of HOPLA (for example, to include the
type used in [25] for CCS with late value-passing), while still ensuring that
every operation in the language has a canonical semantics, we decompose
the “prefix-sum” type Y,caa.P, in [19] into a sum type Y,ecaP, and an
anonymous action prefix type !IP. The sum type, also a product, is associated
with injection (“tagging”) and projection term constructors, 8t and mgt for
B € A. The prefix type is associated with constructions of prefixing !t and
prefix match [u > lx = t], subsuming the original terms (.t and [u > .2 =
t] using St and [mau > lz = .

In Sect. 2 we present a domain theory of path sets, used in Sect. 3 to
give a fully abstract denotational semantics to HOPLA. Section 4 presents
the operational semantics of HOPLA, essentially that of [19], and relates
the denotational and operational semantics with pleasingly simple proofs of
soundness and adequacy. Section 5 concludes with a discussion of related
and future work.

2 Domain Theory from Path Sets

In the path semantics, processes are represented as collections of computa-
tion paths. Paths are elements of preorders P, Q, . .. called path orders which
function as process types, each describing the set of possible paths for pro-
cesses of that type together with their sub-path ordering. A process of type
[P is then represented as a downwards-closed subset X C I, called a path set.
Path sets X C IP ordered by inclusion form the elements of the poset P which
we’ll think of as a domain of meanings of processes of type P.

The poset PP has many interesting properties. First of all, it is a complete
lattice with joins given by union. In the sense of Hennessy and Plotkin [7], P is
a “nondeterministic domain”, with joins used to interpret nondeterministic
sums of processes. Accordingly, given a family (X;);c; of elements of P,
we sometimes write Y;c;X; for their join. A typical finite join is written
X; + -+ + X, while the empty join is the empty path set, the inactive
process, written &.



A second important property of P is that any X € P is the join of certain
“prime” elements below it; P is a prime algebraic complete lattice [17]. Primes
are down-closures ypp = {p’ : p’ <p p} of individual elements p € P, repre-
senting a process that may perform the computation path p. The map yp
reflects as well as preserves order, so that p <p p" iff ypp C ypp/, and yp thus
“embeds” P in PP. We clearly have ypp C X iff p € X and prime algebraicity
of P amounts to saying that any X € P is the union of its elements:

X = UpEX Yep - (1)

Finally, P is characterised abstractly as the free join-completion of P,
meaning (i) it is join-complete and (ii) given any join-complete poset C' and
amonotone map f : P — C, there is a unique join-preserving map f7 : P—C
such that the diagram on the left below commutes.

PLﬁ fTX:Upexfp- (2)
AN
C

We call fT the extension of f along yp. Uniqueness of fT follows from (1).

Notice that we may instantiate C' to any poset of the form @, drawing
our attention to join-preserving maps P — Q. By the freeness property (2),
join-preserving maps P— @ are in Eijective correspondence with monotone
maps P — Q. Each element Y of Q can be represented using its “charac-
teristic function”, a monotone map fy : Q°® — 2 from the opposite order
to the simple poset 0 < 1 such that Y = {q: fyq¢ = 1} and Q = [Q°P, 2].
Uncurrying then yields the following chain:

P,Q] = [P, [Q™, 2] = [P x Q*,2] = [(P® x Q),2] X PP xQ . (3)

So the order P°? x Q provides a function space type. We’'ll now investigate
what additional type structure is at hand.

2.1 Linear and Continuous Categories

Write Lin for the category with path orders P, Q, ... as objects and join-pre-
serving maps P — Q as arrows. It turns out Lin has enough structure to be
understood as a categorical model of Girard’s linear logic [5, 23]. Accordingly,
we’ll call arrows of Lin linear maps.

Linear maps are represented by elements of PJX\Q and so by downwards-
closed subsets of the order P°? x Q. This relational presentation exposes an



involution central in understanding Lin as a categorical model of classical
linear logic. The involution of linear logic, yielding P+ on an object P, is
given by P°P; clearly, downwards-closed subsets of P°? x @Q correspond to
downwards-closed subsets of (Q°P)°P x P°P| showing how maps P — Q cor-
respond to maps Q+ — P+ in Lin. The tensor product of P and Q is given
by the product of preorders P x QQ; the singleton order 1 is a unit for tensor.
Linear function space P —o Q is then obtained as P°? x Q. Products P & Q
are given by P + Q, the disjoint juxtaposition of preorders. An element of
IP’/&\@ can be identified with a pair (X,Y") with X € Pand Y € @, which
provides the projections 7 : P& Q — P and 75 : P& Q — Q in Lin. More
general, not just binary, products &,_; P; with projections m;, for j € I, are
defined similarly. From the universal property of products, a collection of
maps f; : P — P;, for i € I, can be tupled together to form a unique map
(fi)ier : P — &, P; with the property that m; o (f;)ie; = f; for all j € I.
The empty product is given by the empty order O and, as the terminal ob-
ject, is associated with unique maps @p : P — O, constantly &, for any path
order P. All told, Lin is a x-autonomous category, so a symmetric monoidal
closed category with a dualising object, and has finite products as required
by Seely’s definition of a model of linear logic [23].

In fact, Lin also has all coproducts, also given on objects P and Q by
the juxtaposition P + Q and so coinciding with products. Injection maps
g : P — P+ Q and iny : Q — P+ Q in Lin derive from the obvious
injections into the disjoint sum of preorders. The empty coproduct is the
empty order @ which is then a zero object. This collapse of products and
coproducts highlights that Lin has arbitrary biproducts. Via the isomorphism
Lin(P,Q) = ng\@, each homset of Lin can be seen as a commutative
monoid with neutral element the always @ map, itself written @ : P — Q,
and sum given by union, written 4. Composition in Lin is bilinear in that,
given f,f' : P — Q and ¢g,¢ : Q — R, we have (¢ +¢)o (f + f) =
gof4+gof +gof+g of. Further, given a family of objects (Py)aca, we
have for each g € A a diagram

- Wﬂoinﬂzlpﬁ 5
Ps=—=3,caP, such that mgoin, =@ if a# F,and  (4)

ing :
ZaEA(Zna o 7Ta) = 12&6,411%é .

Processes of type X,c 4P, may intuitively perform computation paths in any
of the component path orders P,,.

We see that Lin is rich in structure. But linear maps alone are too
restrictive. Being join-preserving, they in particular preserve the empty join.
So, unlike e.g. prefixing, linear maps always send the inactive process &
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to itself. Looking for a broader notion of maps between nondeterministic
domains we follow the discipline of linear logic and consider non-linear maps,
i.e. maps whose domain is under an exponential, !. One choice of a suitable
exponential for Lin is got by taking !P to be the preorder obtained as the
free finite-join completion of P. Concretely, !P can be defined to have finite

subsets of P as elements with ordering given by =p, defined for arbitrary
subsets X, Y of P as follows:

XY =g VpeEXJqEYDP<pq. (5)

When !P is quotiented by the equivalence induced by the preorder we obtain
a poset which is the free finite-join completion of PP. By further using the
obvious inclusion of this completion into PP, we get a map ip : P — P sending
a finite set {p1,...,p,} to the join ypp; + -+ + ypp,. Such finite sums of
primes are the finite (isolated, compact) elements of P. The map ip assumes
the role of yp above. For any X € Pand P € P, we have ipP C X iff
P <p X, and X is the directed join of the finite elements below it:

X:UPijiPP . (6)

Further, P is the free directed-join completion of !P (also known as the ideal
completion of !IP). This means that given any monotone map f : P —
C for some directed-join complete poset C', there is a unique directed-join
preserving (i.e. Scott continuous) map f*: P — C such that the diagram
below commutes.

P ——p FIX =Upox fP (7)
N
C

Uniqueness of f*, called the extension of f along ip, follows from (6). As
before, we can replace C' by a nondeterministic domain @ and by the freeness
properties (2) and (7), there is a bijective correspondence between linear
maps P — Q and continuous maps P— @

We define the category Cts to have path orders P, Q, ... as objects and
continuous maps P — Q as arrows. These arrows allow more process opera-
tions, including prefixing, to be expressed. The structure of Cts is induced
by that of Lin via an adjunction between the two categories.



2.2 An Adjunction

As linear maps are continuous, Cts has Lin as a sub-category, one which
shares the same objects. We saw above that there is a bijection

Lin(!P,Q) = Cts(P,Q) . (8)

This is in fact natural in P and Q so an adjunction with the inclusion Lin —
Cts as right adjoint. Via (7) the map yp : P — P extends to a map
e = y,iIF> : P — P in Cts. Conversely, ip : P — P extends to a map
ep = il : 'P — P in Lin using (2). These maps are the unit and counit,

respectively, of the adjunction:

X = UPj[pX vipP epX = UPeX ipP 9)
= {Pe!P:P=p X} = {peP:3Pe X.pe P}

The left adjoint is the functor ! : Cts — Lin given on arrows f : P — Q
by (ng o foip)l : P — !Q. The bijection (8) then maps g : P — Q in Lin
tog=gomnp: P — Q in Cts while its inverse maps f : P — Q in Cts to
f=coo!fin Lin. We call g and f the transpose of g and f, respectively;
of course, transposing twice yields back the original map. As Lin is a sub-
category of Cts, the counit is also a map in Cts. We have ep o p = 1p and
X Cnp(epX) for all X € IP.

Right adjoints preserve products, and so Cts has products given as in
Lin. Hence, Cts is a symmetric monoidal category like Lin, and in fact, our
adjunction is symmetric monoidal. In detail, there are isomorphisms of path
orders,

kE:1=210 and mpgo:Px!IQ=!(P&Q) , (10)

with mp o mapping a pair (P, Q) € !P x !Q to the union in; P U iny Q; any
element of [(P& Q) can be written on this form. These isomorphisms induce
isomorphisms with the same names in Lin with m natural. Moreover, k£ and
m commute with the associativity, symmetry and unit maps of Lin and Cts,
such as 3{5}6 PxQ=Qx1Pand T(Sts : Q& O = Q, making ! symmetric
monoidal. It then follows [14] that the inclusion Lin < Cts is symmetric
monoidal as well, and that the unit and counit are monoidal transformations.
Thus, there are maps

[:0—1 and npo:P&Q—-PxQ (11)

in Cts, with n natural, corresponding to k& and m above; [ maps & to {x}
while npg is the extension h* of the map h(iny P U iny Q) = ipP X igQ.



In addition, the unit makes the diagrams below commute and the counit
satisfies similar properties.

. P&Q 0——1 (12)
e T L

The diagram on the left can be written as strp g o (1p&ng) = npeg Where str,
the strength of ! viewed as a monad on Cts, is the natural transformation

P&IQT R IP & 1Q 222 1P x 1Q L (P& Q) (13)

Finally, recall that the category Lin is symmetric monoidal closed so that
the functor (Q — —) is right adjoint to (— x Q) for any object Q. Together
with the natural isomorphism m this provides a right adjoint (Q — —),

defined by (1Q — —), to the functor (— & Q) in Cts via the chain

Cts(P & Q,R) = Lin(/(P & Q),R) = Lin(IP x |Q, R)
~ Lin(IP,!Q — R) = Cts(P,!Q — R) = Cts(P,Q — R) (14)

—mnatural in IP and R. This demonstrates that Cts is cartesian closed, as is
well known. The adjunction between Lin and Cts now satisfies the condi-
tions put forward by Benton for a categorical model of intuitionistic linear
logic, strengthening those of Seely [1, 23]; see also [14] for a recent survey of
such models.

3 Denotational Semantics

HOPLA is directly suggested by the structure of Cts. The language is typed
with types given by the grammar

T:=T — Ty | Sacala | 'T| T |, T.T . (15)

The symbol T is drawn from a set of type variables used in defining recursive
types; closed type expressions are interpreted as path orders. Using vector
notation, ,ujf.T abbreviates p;11,...,T;.(Tq, ..., Ty) and is interpreted as
the j-component, for 1 < j < k, of “the least” solution to the defining
equations T} = Ty,...,T, = Tk, in which the expressions Ty,..., T, may
contain the T};’s. We shall write ,uf']f as an abbreviation for the k-tuple
with j-component ,uﬂ:.T, and confuse a closed expression for a path order



with the path order itself. Simultaneous recursive equations for path orders
can be solved using information systems [22, 12]. Here, it will be convenient
to give a concrete, inductive characterisation based on a language of paths:

p,qu=Pr—q|Bp|P|absp . (16)

Above, P ranges over finite sets of paths. We use P +— ¢ as notation for pairs
in the function space (IP)°? x Q. The language is complemented by formation
rules using judgements p : P, meaning that p belongs to P, displayed below
on top of rules defining the ordering on P using judgements p <p p’. Recall
that P <p P’ means Vp € P.3p' € P'. p <p p'.

P:1P ¢:Q P <pP q<qg(
Pi—>q:]P—>Q PHQSPHQPIHQ’
p:Ps BEA p <p, P’

Bp: YacalPo B0 <s, c.p. BY
pr:P-p, P P =p P
{p1,.,pn} 1P P <p P
p: Tl T/T) P <qprzm?

absp : ujf.'}f‘ absp Sujiﬁﬂf abs p’

(17)

Using information systems as in [12] yields the same representation, except
for the tagging with abs in recursive types, done to help in the proof of ade-
quacy in Sect. 4.1. So rather than the straight equality between a recursive
type and its unfolding which we are used to from [12], we get an isomorphism
abs - T[T . T/T) = pu;T.T whose inverse we call rep.

As an example, consider the type of CCS processes given in [19] as the
path order P satisfying P = ¥, 4!P where A is a set of CCS actions. The
elements of P then have the form abs(SP) where § € A and P is a finite set
of paths from P. Intuitively, a CCS process can perform such a path if it can
perform the action § and, following that, is able to perform each path in P.

The raw syntax of HOPLA terms is given by

tou = x|recw.t|Sierti| vt |t w| Bt mat|1t|[u >l = t]|abst|rept . (18)

The variables z in the terms recz.t, Az.t, and [u > lz = t] are binding
occurrences with scope t. We shall take for granted an understanding of free
and bound variables, and substitution on raw terms.

Let Py, ..., Py, Q be closed type expressions and assume that the variables
x1,...,x are distinct. A syntactic judgement x; : Py,... xp : P 1 : Q
stands for a map [x; : Py, ...,z : P Ft: Q) : Py & - &Py — Q in Cts.
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We'll write I', or A, for an environment list zy : Py,...,x; : P, and most
often abbreviate the denotation to Py & - - - &Py — Q, or I' -5 Q, or even It],
suppressing the typing information. When the environment list is empty, the
corresponding product is the empty path order O.

The term-formation rules are displayed below alongside their interpre-
tations as constructors on maps of Cts, taking the maps denoted by the
premises to that denoted by the conclusion (cf. [2]). We assume that the
variables in any environment list which appears are distinct.

Structural rules. The rules handling environment lists are given as follows:

z:Pkax:P plep (19)
'Ft:Q r-aQ (20)
La:PrRt:Q  pep 2, ggo 5 Q
Dy:Qz:P,AFt:R FT&Q&P&A LR 1)
De:Py:QAFL:R T&P&Q&A to(lr&esS €10), 1
Dz:Py:PHt:Q F&P&PLQ (22)

[z:PHtz/x,z/y] : Q T&P M2 1 P& P L Q

In the formation rule for contraction (22), the variable z must be fresh; the
map Ap is the usual diagonal, given as (1p, 1p).

Recursive definition. Since each P is a complete lattice, it admits least fixed-
points of continuous maps. If f : P — P is continuous, it has a least fixed-
point, fix f € P obtained as (J,., f"(@). Below, fir f is the fixpoint in

Cts(I',P) = I — P of the continuous operation f mapping g : I' — P in Cts
to the composition [[t] o (1r & g) o Ar.

z:PHt:P T&PLP
I'recxt:P r =1 p

(23)

Nondeterministic sum. Each path order P is associated with a join operation,
Y : &, ;P — Pin Cts taking a tuple (t;);c; to the join Xjc;t; in P. We'll
write @ and t; + - - - + t;, for finite sums.

Tt :P alljel Fr'Lp aljel (24)
F|_ Eielti P r (ti)ier &Z-GIIP) gp

Function space. As noted at the end of Sect. 2.2, the category Cts is cartesian
closed with function space P — Q. Thus, there is a 1-1 correspondence curry

9



from maps P& Q — R to maps P — (Q — R) in Cts; its inverse is called
uncurry. We obtain application, app : (P — Q) &P — Q as uncurry(lp_g).

Iz:PHt:Q F&IP’L@ (25)
'Xxet:P—Q Fcumtép_)(@
FFt:P—>Q Abu:P rLtP—-Q ALP 26)
CAFtu:Q F&At‘&_“)(]p_)@)&[pﬂ)@

Sum type. The category Cts does not have coproducts, but we can build
a useful sum type out of the biproduct of Lin. The properties of (4) are
obviously also satisfied in Cts, even though the construction is universal
only in the subcategory of linear maps because composition is generally not
bilinear in Cts. We'll write O and Py + - - - + Py, for the empty and finite sum
types. The product Py & Py of [19] with pairing (¢,u) and projection terms
fstt, sndt can be encoded, respectively, as the type P; 4+ Py, and the terms
1t + 2u and mt, mot.

THt:P; BeA rLp, ged 27)
[ Bt YaealPo I'LPs 22 Sl
Tht:YeaP, BEA T 5 3ucuP, BEA (28)

[t : Ps 'L SecaPy 25 Py

Prefizing. The adjunction between Lin and Cts provides a type constructor,
I(—), for which the unit np : P — !P and counit ep : P — P may interpret
term constructors and deconstructors, respectively. The behaviour of np with
respect to maps of Cts fits that of an anonymous prefix operation. We’'ll say
that np maps u of type P to a “prefixed” process 'u of type !P; intuitively, the
process lu will be able to perform an action, which we call !, before continuing
as u.

Fk-u:P rsp
Flu: P r & p2p

(29)

By the universal property of np, if ¢ of type Q has a free variable of type
P, and so is interpreted as a map ¢t : P — Q in Cts, then the transpose
t = eg oIt is the unique map !P — Q in Lin such that ¢ = ¢ o np. With
u of type P, we'll write [u > lx = ¢] for tu. Intuitively, this construction
“tests” or matches u against the pattern !z and passes the results of successful
matches for x on to ¢t. Indeed, first prefixing a term w of type P and then
matching yields a successful match u for x as t(npu) = tu. By linearity of ¢,
the possibly multiple results of successful matches are nondeterministically

10



summed together; the denotations of [¥;c u; > lx = t] and X;er[u; > o = 1]
are identical.

The above clearly generalises to the case where u is an open term, but if
t has free variables other than z, we need to make use of the strength map

(13):

Dz:PHt:Q Abu:!P Fr&P-Q ALIP (30)
DAF[u>le=1:Q  pepr peip e pep) L Q

Recursive types. Folding and unfolding recursive types is accompanied by
term constructors abs and rep:

— — —. t — = —,

Tt T[T T/T] U5 Ty [ul T/T) (31)
Phabst:opT.T 05Tl T/T] 2 1T
TFt:pT.T r 4 7T (32)

'k rept: T][MTT/T] rt wT.T = J[/ﬂ:']f/f]

3.1 Useful Equivalences

We provide some technical results about the path semantics which are used
in the proof of soundness, Proposition 4.3. Proofs can be found in [20].

Lemma 3.1 (Substitution) Suppose I';z : PF ¢ : Q and A F u : P with
I' and A disjoint. Then T';A F t[u/x] : Q with denotation given by the
composition [t] o (1r & [u]).

Corollary 3.2 If Iz : P+t : P, then I' - t[recx.t/x] : P and [recx.t] =
[t[rec z.t/x]] so recursion amounts to unfolding.

Corollary 3.3 Application amounts to substitution. In the situation of the
substitution lemma, we have [(Az.t) u] = [t[u/z]].

Proposition 3.4 From the properties of the biproduct we get:

[ms(50)] = [t]
[ra(BO)]l =2 ifa#j (33)
[Eacaa(ma(t)] = [t] where T'F ¢ : ¥ocaP,

In addition, [6(3icst:)] = [Xies(84:)] and [ms(Ziesits)] = [Zier(msti)] by
linearity of injection and projection.

11



Proposition 3.5 The prefix match satisfies the properties

[[u >z = t]] = [tlu/x]]

34
Proposition 3.6 As abs and rep are inverses and linear, we get
[rep(abst)] = [t] fabs(Zicrts)] = [Zier(abst;)] (35)
[abs(rept)] = [t] [rep(Zierti)] = [Bier(rep ti)]

3.2 Full Abstraction

We define a program to be a closed term t of type |Q. A (T, P)-program
context C' is a term with holes into which a term ¢ with I' - ¢ : P may be
put to form a program F C(t) : !Q. The denotational semantics gives rise to
a type-respecting contextual preorder [16]:

Definition 3.7 Suppose I' = t; : P and I' - ¢35 : P. We say that t; and t,
are related by contextual preorder, written t, & to, iff for all (I', P)-program
contexts C, we have [C(t1)] # @ = [C(t2)] # @. If both t; T ¢t and
ty L t1, we say that t; and ty are contextually equivalent. O

Contextual equivalence coincides with path equivalence as do the associated
preorders:

Theorem 3.8 (Full Abstraction) Suppose I' - ¢; : Pand I' F ¢, : P.
Then

Proof.  Suppose [t1] C [to] and let C' be a (I',P)-program context with
[C(t1)] # @. As [t1] C [t2] we have [C(t2)] # @ by compositionality and
monotonicity, and so t; & ¢, as wanted.

To prove the converse we define for each path p : P a closed term ¢,
of type P and a (O, P)-program context C, that respectively “realise” and
“consume” the path p, by induction on the structure of p.!

tp,_,q =def )\I[O;;(l') >y = tq] Cp,_,q =def Cq(— t;;)
top =act B, Cop =daer Cp(ms—) (37)
tp =def 't;; C(P =def [_ >z = C;:(.I’)]

tabsp =def abs tp Cabsp =def Cp(rep _)

'We have recently become aware that this technique has been applied by Guy McCusker
to prove full abstraction for a version of Idealized Algol [13].
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Here, t)» and C} realise and consume finite sets of paths:

t{pl ,,,,, Dn } =def tpl 44 tpn

C; = | | | (38)
pn} =det [Cp, > 121 = -+ = [Cp, >z, = 12] - -]

Note that t, = @ and C, = !@. Although the syntax of ¢, and C} depends
on a choice of permutation of the elements of P, the semantics obtained for
different permutations is the same. Indeed, we have (z being a fresh variable):

[t,] = yep [A2.Ch(2)] = yp—10({p} — @)

[tp] = izP  [A2.Cp(2)] = yp—io(P — @) (39)

It then follows from the substitution lemma that for any p : P and ¢ : P,
pelt] = [GO]#2 . (40)

Suppose t; 5 to with ¢, and ¢, closed. Given any p € [t1] we have [C,(t1)] #
@ and so using t;  ta, we get [C,(t2)] # @, so that p € [to]. It follows that

[t] < [to]-
As for open terms, suppose I' = 1 : Py, ..., 2 : Pr. Writing AZ.¢; for
the closed term Azq.--- Axy.t; and likewise for t9, we get

t1 E ty — /\ftl E )\ftg

The proof is complete. a

4 Operational Semantics
HOPLA can be given an operational semantics using actions defined by
ax=ur—alfal!|absa . (42)

We assign types to actions a using a judgement of the form P : a : P.
Intuitively, performing the action a turns a process of type P into a process
of type IP’.
Fu:P Q:a:P Ps:a:P peA
P—-Q:ur—a:P YacalPy : Ba : P!
T][MTT/T] ca P
PP ujf.’f:absazp’

(43)
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P:t[reca.t/x] 5t P:t; 5 ¢

a ———J€l
P:recxt —t P Yiert; =t
Q:tu/x] ¢ P—Q:t 5 ¢
P—Q: et —5¢ Q:tust
Pyt St Soealy it 2% ¢
SoealPy : Bt 2% v Ps : mat = t/
IP:u o Q:tlu/x] St
P -1t t Q:lu>lz=t] S v
T[T T/T) - t % ¢ T Tt 22y

ujf.'}f‘ Cabst 2% ¢ Tj[,uf']f/f] crept > t!
Figure 1: Operational rules

Notice that in P : a : I, the type P’ is unique given P and a. The operational
rules of Fig. 1 define a relation P : ¢ = ' where -t : P and P : a : P'.2 The
operational rules are type-correct:

Proposition 4.1 If P: ¢t % ¢ with P:a: P, then ¢/ : P'.
Proof. By rule-induction on the operational rules.

Abstraction. Suppose P — Q : Ax.t —% ¢/ is derived from Q : t[u/z] = t'
with P — Q : u — a : P'. By typing of actions, we have - u : P and
Q : a : P. The induction hypothesis then yields - ¢’ : P’ as wanted. Note
also that the substitution t[u/z] is well-formed as z : P+ ¢ : Q follows from
FAx.t: P — Q by the typing rules.

ur—a

Application. Suppose Q : t u = t' is derived from P — Q : t =% ¢/ with
Q : a:P. By the premise and typing rules, we have -¢ : P — Q and - u : P,
such that P — Q : u +— a : P'. The induction hypothesis then yields - ¢’ : P/
as wanted.

Prefizing. Suppose P : It 2 ¢ with IP: | : P. Then F !t : IP and so by the
typing rules, F ¢ : P as wanted.

Prefiz match. Suppose Q : [u >z = t] % t' is derived from P : u ' and
Q:tu'/2] & ' with Q : a : P. By the induction hypothesis applied to the
right premise, we get ¢’ : P’ as wanted. Note also that we have - : !P and

2The explicit types in the operational rules were missing in the rules given in [19]. They
are needed to ensure that the types of t and a agree in transitions.
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therefore - «’ : P by the induction hypothesis for the left premise. Thus, as
x: Pk t:Q, the substitution t[u'/x] is well-formed.

The remaining cases are handled similarly. a

Accordingly, we'll write P:¢t 5 ¢ P whenP:t S ¢ and P:a: P,

4.1 Soundness and Adequacy

For each action P : a : P’ we define a linear map a* : P — P’ which intuitively
maps a process t of type IP to a representation of its possible successors after
performing the action a. In order to distinguish between, say, the successor
@ and no successors, a* embeds into the type P’ rather than using P’ itself.
For instance, the successors after action ! of the processes !@ and @ are,
respectively, "['@] = lp(np2) = mp2 and "[@] = 1p@ = @. It will be
convenient to treat a* as a syntactic operation and so we define a term a*t
such that [a*t] = a*[t]:

(u+a)* =a"oapp o (— & [u]) (ur—a)'t=a*(tu)

(Ba)’ = a* o ms (Ba)'t = o (mst)
. — 11p . =
(absa)* = a* orep (absa)*t = a*(rept)

The role of a* is to reduce the action a to a prefix action:
Lemma 4.2 P:t S ¢ P < P :a't ¢ P

Proof. By structural induction on a exploiting the fact that there is only one
operational rule deriving transitions from each of the constructs application
t u, injection (t, and folding abst so that

PoQ:tZ5 ¢ P «— Q:tust P

SacaPo it 251 P = Pyimgt St P (45)

u;TT - t LLLNEY JPEEN T[T T/T) : rept St : P'

Function space. We argue as follows:
P-Q:tZ=%¢: P

— Q:tu>t P (by (45))
— P :a*(t u) L¢P (ind. hyp.)
— IP': (u+—a)t L (def. of (u+ a)*t)
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Sum. We argue as follows:
SocaPo it 25t P
= Pyimgt >t P (by (45))
e P :a*(mst) = ¢ : P (ind. hyp.)
— P : (Ba)'t L (def. of (Ba)*t)

Prefix. We argue as follows:

P:t ¢ P
= IP: It St P (def. of 1"t)
Recursion. We argue as follows:
ujf.'}f‘:tmt’:ﬁ”’
= T,[uT.T/T): rept S ¢/ : P (by (45))

< P :a*(rept) L¢P (ind. hyp.)
< P : (absa)*t L¢P (def. of (absa)*t)
The structural induction is complete. O

Note that the reduction is done uniformly at all types using deconstructor
contexts: application, projection, and unfolding. This explains the somewhat
mysterious function space actions u +— a. A similar use of labels to carry
context information appears e.g. in [6].

Soundness says that the operational notion of “successor” is included in
the semantic notion:

Proposition 4.3 (Soundness) If P: ¢ 5 ¢ : P/, then nw[t'] C a*[t].

Proof. By rule-induction on the transition rules. We’ll dispense with the
typing information in transitions for clarity.

Recursive definition. Suppose rec z.t — t' is derived from t[recz.t/z] < t'.
By the induction hypothesis and Corollary 3.2,

['¢'] C a*[t[rec x.t/x]] = a*[recx.t] . (46)

Nondeterministic sum. Suppose S;ert; — t' is derived from tj =t for some
J € I. By the induction hypothesis and linearity of a*,

] € a’[t;] = [a*¢)] € [Biera™t] = a”[Sierti] - (47)
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Abstraction. Suppose A\z.t —— t' is derived from t[u/z] = t'. By the
induction hypothesis and Corollary 3.3,

['t'] C a*[t[u/z]] = a*[(A\z.t) u] = (u— a)*[Azx.t] . (48)

Application. Suppose t u — t' is derived from t “=% ¢'. By the induction
hypothesis,
'] € (u— a)*[t] = a*[t u] - (49)

Injection. Suppose (Gt Ba, ¢ is derived from t % . By the induction
hypothesis and Proposition 3.4,

['] € a”[t] = a"[ms(B)] = (Ba)"[B1] - (50)

Projection. Suppose mst — t' is derived from ¢ Fa, y. By the induction
hypothesis,

[T < (Ba)"[t] = a*[mst] - (51)
Prefizing. Consider the transition !¢ St By definition, [!t] = I"[!¢].

Prefiz match. Suppose [u > lz = t] % t' is derived from u 5 ' and
t[u'/x] % ¢'. By the induction hypothesis for u, we have [lu/] C *[u] = [u],
and so by the induction hypothesis for ¢, Proposition 3.5, and monotonicity,

[ C a*[t[u /2] = a*[[\W' >z = t]] C a*[[u >z =1t]] . (52)

Fold. Suppose abst 38, 4 is derived from t = ¢/, By the induction hypoth-
esis and Proposition 3.6,

['¢'] C a*[t] = a*[rep(abst)] = (absa)*[abst] . (53)
Unfold. Suppose rept = t' is derived from ¢ absa, y, By the induction

hypothesis,
['¢'] € (absa)*[t] = a*[rept] . (54)

The rule-induction is complete. a

We obtain a corresponding adequacy result using logical relations X <p ¢
between subsets X C P and closed terms of type P. Intuitively, X <p ¢
means that all paths in X can be “operationally realised” by t. Because of
recursive types, these relations cannot be defined by structural induction on
the type P and we therefore employ a trick essentially due to Martin-Lof
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(see [24], Ch. 13). We define auxiliary relations p ep t between paths p : P
and closed terms t of type P, by induction on the structure of p:

X pt<=gtVpe X. pept
P qep gt <get Vu. (P <pu = qegtu)
BP €scapa t <> aet P €p, Tat (55)
Pept < qe 3. !P:t#t':PandPﬁl]pt'

abs p €77 b= det P €q, 777 TPt
Lemma 4.4 Suppose ¢ : P. Then [t] <p t.

Proof. We need two technical results, which can both be proved by induction
on the structure of paths. One says that ep is closed on the left by <p, the
other that ep is closed on the right by the relation i, defined by ¢, L, ¢, iff
P:t; St P implies Pty =t/ : P,

Lemma 4.5 If p <p p' and p’ ep ¢, then p ep t.

Lemma 4.6 If p ep t; and ¢; L o, then p ep 5.

It follows from Lemma 4.5 that for any subset X of P we have X <p t iff
the down-closure of X, written X, satisfies X <lp t. Lemma 4.6 will be used
freely below.

The proof of the main lemma proceeds by structural induction on terms
using the induction hypothesis

Suppose x1 : Py, ... x5 : Py l_— t: P a_nd let = s; : P; with X; <Jp,
s; for 1 < j <k. Then [t](Xy,...,Xx) <p t[si/z1,. .., Sk/Tk].

We'll abbreviate x; : Py, ..., 24 : P to I', (X1,..., X;) to X, and the substi-
tution [sy/x1, ..., Sk/xk] to [s].

Variable. Let I' = x; : P;, with j between 1 and k, and F s; : P; with
X; dp, s for 1 < j < k. We must show that [2;]X <p, z;[s]. Now,
[z;,]X = X, and z;[s] = s; so this amounts to X; <p, s; which by the
remarks above is equivalent to X <p; ;-

Recursive definition. Let I' = recx.t : P and = s; : P; with X Ip; s for
1 < j < k. We must show that [rec x.t]X <p recz.t[s]. Now, [recz.t]X =
(fix )X where f maps g : I' — P to the composition

F2L & X P Lp . (56)
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We'll show by induction on n that (&)X <p recz.t[s] for all n € w. Having
done so we may argue as follows: Since

[rec i) X = (fix [)X = (U,e, ["D)X = Upeo, ((F"2)X), (57)

we have that p € [recx.t]X implies the existence of an n € w such that
p € (f"@)X. Therefore [rec z.t]X <p recz.t[s] as wanted.

Basis. Here, (f°@)X = @. By definition of <p we get @ <p ¢ for any type
P and term ¢ : P.

Step. Suppose (f"@)X <p recx.t[s]. By the assumption of the lemma,
X; <p s; for each 1 < j < k, and so by the induction hypothesis of the
structural induction,

[t(X, (f"2)X) <p t[s][rec x.t[s]/z] . (58)

So if p € (f"M@)X, then since (f""'2)X = [t](X,(f"2)X) we have
p ep t[s|[rec z.t[s]/x]. By the transition rules we have t[s|[rec z.t[s]/x] L1
rec z.t[s|, and so p ep rec x.t[s]. We conclude (f"1@)X <p recz.t[s] and the
mathematical induction is complete.

Nondeterministic sum. Let I' = Yiert; : P and = s; @ P; with X; <p; s for
1 < j < k. We must show that [3;c/t;]X <p Eierti[s]. Now, [Zieti]X =
Yier[ti]X. So if p € [Eiert;] X, there exists j € I with p € [¢;]X. Using
the induction hypothesis for ¢; we have p ep ¢;[s]. By the transition rules,
t;[s] 51 Bierti[s] and so p ep Liert;i[s] as wanted.

Abstraction. Let I' = Azt : P — Q and F s; : P; with X p; 55 for 1 < j <
k. We must show that [Az.t]X <p_g (Az.t)[s]. So let P — q € [Ax.t]X.
By the denotational semantics, we then have ¢ € [t](X,ipP). We must show
that P +— q ep_g (Ax.t)[s]. So suppose - u : P with P <p u. We must then
show ¢ ep (Az.t)[s] u. By the transition rules, ¢[s][u/x] 51 (Az.t)[s] u and
so it is sufficient to show ¢ eqg t[s][u/z]. Now, by the induction hypothesis,
we know that [t](X,ipP) g t[s][u/z] and so, with ¢ € [t](X,ipP), we are
done.

Application. Let I' =t u : Q and = s; : P; with X; <p; s for 1 < j < k.
We must show that [t u]X <g (¢ u)[s]. So suppose ¢ € [t u]X. By the
denotational semantics, there exists P € !P such that P — ¢ € [t]X and
P C [u] X. By the induction hypothesis for ¢, we have [t]X <p_q t[s] and
so P+ q ep_q t[s]. This means that given any - «' : P with P <p o/,
we have ¢ €g t[s] . Now using the induction hypothesis for u we get
that Ju]X <p u[s] and so, since P C [u]X, we have P <p wu[s] so that
q €g t[s] uls] = (t u)[s] as wanted.
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Injection. Let I' b Bt : Yo APy and = s; : P; with X; <p, s; for 1 < j < k.
We must show that [5t]X <s__,p. (Bt)[s]. So suppose Bp € [5t]X; by
the denotational semantics, p € [t]X. We must then show that fp es, _,p,
(Bt)[s] which means that p ep, m3(5t[s]). By the transition rules, we have
t[s] K1 ma(Bt[s]) so it is sufficient to show that p ep, t[s]. By the induction
hypothesis, [t] X <p, t[s] and so, since p € [t] X we have p ep, t[s] as wanted.

Projection. Let I' = gt : Pg with I' = ¢ : ¥calPy and S € A, and F s, : P;
with X; <Jp, s; for 1 < j < k. We must show that [rst] X <p, mgt[s]. So
suppose p € [mst]X; by the denotational semantics, Sp € [t]X. By the
induction hypothesis, [t]X <y t[s] and so (p ex t[s] which means
that p ep, mgt[s] as wanted.

Prefizing. Let I' = 1t : P and  s; : P; with X <p; S; for 1 < j <k We
must show that [lt]X <p lt[s]. So suppose P € [!t]X; by the denotational
semantics, P C [t]X. We must then show that P ep !t[s], and so since the
transition rules provide a derivation P : l¢[s] EN t[s] : P, it is enough to show
that P <p t[s]. Now, by the induction hypothesis, [t]X <p t[s] and so, since
P C [t]X we have P <p t[s] as wanted.

Prefiz match. Let T'F [u > lz = t] : Q and F s; : P; with X; <p, s; for
1 < j < k. By renaming x if necessary, we may assume that x is not one of
the z;. We must show that [[u > lz = t]]X Jg [u > !z = t][s]. So suppose
q € [lu > !z = t]]X; by the denotational semantics, there exists P € P
such that ¢ € [t](X,ipP) and P € [u]X. By the induction hypothesis for
u we have [u]X <p u[s] and so since P € [u]X, there exists u’ such that

aeAPa aeAPa

P uls] L ;P and P <p u’. Hence, by the induction hypothesis for
t we have [t](X,ipP) g t[s][u'/z] and so since ¢ € [t](X,ipP) we have
q €qg t[s][v’/z]. Now, by the transition rules, ¢[s][u'/z] ) [u > lx = t][s] and
S0 q €g [u > lz = t][s] as wanted.

Fold. Let I' - abst : ujf.'}f‘ and = s; : P; with X; <p, s; for 1 < 7 < k.
We must show that [abst]X <, B abst[s]. So suppose absq € [abst]X
such that ¢ € [t]X. By the induction hypothesis, ¢ €, [ TF/ 7 t[s] and
since t[s] S rep abst[s], we have q ey 75,7 rep abst[s] which means that
absq e, p5 abs t[s] as wanted.

Unfold. Let I' - rept : T][,uf'f/f] and F s; : P; with X; <p, s; for 1 < j <
k. We must show that [rep t] X o, 787 rep t[s]. So suppose ¢ € [rep t] X
such that abs ¢ € [t]X. By the induction hypothesis, abs g €, 7 t[s] and so
q Ex, 7 7/7) TEP t[s] as wanted.

The structural induction is complete. O
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Proposition 4.7 (Adequacy) Suppose b ¢ : P and P: a:P'. Then
at] #£#9 <= W . P:t St P (59)

Proof. The “<” direction follows from soundness. Assume a*[t] # &. Then
because a*[t] is a downwards-closed subset of ! which has least element &,
we must have @ € a*[t]. Thus @ ep a*t by Lemma 4.4, which implies the

existence of a term ¢’ such that P’ : a*t — ¢/ : P By Lemma 4.2 we have
P:t St P O

4.2 Full Abstraction w.r.t. Operational Semantics

Adequacy allows an operational formulation of contextual equivalence. If ¢ is

a program, we write t— if there exists ¢ such that 10 : ¢ — ¢’ : ©. We then
have t— iff [t] # @ by adequacy. Hence, two terms ¢; and to with I' - ¢; : P
and I' F t5 : P are related 'by Contextual' preorder iff for all (I", P)-program
contexts C', we have C(t;)— = C(t2)—.

Full abstraction is often formulated in terms of this operational preorder.
With ¢; and ¢y as above, the inclusion [t;] C [[tg]]' holds iff for all (T, P)-
program contexts C', we have the implication C(t;)— = C(t3)—.

4.3 Simulation

The path semantics does not capture enough of the branching behaviour
of processes to characterise bisimilarity (for that, the presheaf semantics
is needed, see [11, 19]). As an example, the processes !@& + !!@ and !!@
have the same denotation, but are clearly not bisimilar. However, using
Hennessy-Milner logic we can link path equivalence to simulation. In detail,
we consider the fragment of Hennessy-Milner logic given by possibility and
finite conjunctions; it is characteristic for simulation equivalence in the case
of image-finite processes [8]. With a ranging over actions, formulae are given
by

¢ = (a)o | /\z‘gn di (60)

The empty conjunction is written T. We type formulae using judgements
¢ : P, the idea being that only processes of type P should be described by

¢:P.
P:a:P ¢: ¢; P alli<n

(a)p: P /\Z‘gn ¢; P

(61)
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The notion of satisfaction, written ¢t F ¢ : P, is defined by
tE{a)g:P < FH P:t 5S¢ :Pandt' Fo: P (62)
tE Nicp @i i P <= tF ¢;:Pforeachi<n . (63)
Note that T :Pand t E T : P for all -¢: P.

Definition 4.8 Closed terms t1, s of the same type P are related by logical
preorder, written t, Ly, to, iff for all formulae ¢ : P we have t; F ¢ : P —
ty E ¢ : P. If both t; Ly, to and to Ty, £, we say that ¢, and ¢, are logically
equivalent. O

Using adequacy and by adapting the proof of full abstraction, we can show
that logical equivalence coincides with contextual equivalence as do the as-
sociated preorders:

Theorem 4.9 For closed terms t; and ¢, of the same type P,
t1 E ty < 1 EL ty . (64)

Proof. To each formula ¢ : P we can construct a (O, P)-program context Cl
with the property that

10: Cylt) > = tE¢:P | (65)
Define
Clusays =Zaet Claye(— u) Clyp Zaet [— > o = Cy()] |
C(Ba)¢ =def C(a)(b(ﬂ-ﬁ_) 5 C(abs a)p =def C<a>¢(7“€p _> ) (66)

C/\ign¢i Zaet [Cypy > 21 = -+ = [Cy, >z, = 10] -] .

It follows by (65) that t; Ty, to iff for all formulae ¢ : P we have that Cy () 4

implies Cy(t2) 2. The direction “=" then follows by adequacy.

For the converse, we observe that the program contexts C), used in the
full-abstraction proof are all subsumed by the contexts Cy. In detail, using
the terms t), realising finite sets of paths, we can define actions P : a, : P
and formulae ¢, : P by induction on paths p : P such that C), = C(,,)4,:

Aprg =def Up — ay OPq =det Pq
agp =daet Bay Ppp =det Pp (67)
ap =def ! PP Zdet /\pEP (ap)dp

Qabsp =def abS ay Gabsp =def Pp
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With p : P and F ¢t : P we obtain p € [t] iff [Ciq,)4,(t)] # @ as in the
proof of full abstraction, and so by adequacy and (65), we have p € [t] iff
t & (ap) ¢, : P. It follows that ¢, Ty, to implies [t1] C [t2], and so t; G ta. O

We note that the proof above establishes a link between paths and actions:

peft] <= P:t &t :Pandt' Fop,: P . (68)

5 Related and Future Work

Matthew Hennessy’s fully abstract semantics for higher-order CCS [9] is a
path semantics, and what we have presented here can be seen as a gener-
alisation of his work via the translation of higher-order CCS into HOPLA,
see [19].

The presheaf semantics originally given for HOPLA is a refined version
of the path semantics. A path set X € P can be seen to give a “yes/no
answer” to the question of whether or not a path p € P can be realised by
the process (cf. the representation in Sect. 2 of path sets as monotone maps
PP — 2). A presheaf over P is a functor P°? — Set to the category of sets
and functions, and gives instead a set of “realisers”, saying how a path may
be realised. This extra information can be used to obtain refined versions
of the proofs of soundness and adequacy, giving hope of extending the full
abstraction result to a characterisation of bisimilarity, possibly in terms of
open maps [11].

Replacing the exponential ! by a “lifting” comonad yields a model Aff of
affine linear logic and an affine version of HOPLA | again with a fully abstract
path semantics [20]. The tensor operation of Aff can be understood as a
simple parallel composition of event structures [21]. Thus, the affine language
holds promise of extending our approach to “independence” models like Petri
nets or event structures in which computation paths are partial orders of
events. Work is in progress to provide an operational semantics for this
language together with results similar to those obtained here [21].

Being a higher-order process language, HOPLA allows process passing
and so can express certain forms of mobility, in particular that present in
the ambient calculus with public names [3, 19]. Another kind of mobility,
mobility of communication links, arises from name-generation as in the n-
calculus [15]. Inspired by HOPLA, Francesco Zappa Nardelli and GW have
defined a higher-order process language with name-generation, allowing en-
codings of full ambient calculus and 7-calculus. Bisimulation properties and
semantic underpinnings are being developed [26].
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