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Abstract

In this survey we generalize some results on formal tree languages, tree
grammars and tree automata by an algebraic treatment using semirings,
fixed point theory, formal tree series and matrices. The use of these math-
ematical constructs makes definitions, constructions, and proofs more sat-
isfactory from an mathematical point of view than the customary ones.
The contents of this survey paper is indicated by the titles of the sections:

1. Introduction

2. Preliminaries

3. Tree automata and systems of equations

4. Closure properties and a Kleene Theorem for recognizable tree series

5. Pushdown tree automata, algebraic tree systems, and a Kleene The-
orem

6. Tree series transducers

7. Full abstract families of tree series

8. Connections to formal power series

∗Partially supported by the “Stiftung Aktion Österreich-Ungarn”. During the preparation
of this paper the first author was supported by BRICS and the University of Aalborg.
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1 Introduction

The purpose of this survey paper is to generalize some results on formal tree
languages, tree grammars and tree automata by an algebraic treatment using
semirings, fixed point theory, formal tree series and matrices. The use of these
mathematical constructs yields the following advantages:

(i) The constructions needed in the proofs of the results are mainly the usual
ones.

(ii) The descriptions of the constructions by formal tree series and matrices
are more precise than the customary ones.

(iii) The proofs are separated from the constructions and are more satisfactory
from a mathematical point of view. Often they are shorter than the usual
proofs.

(iv) The results are more general than the usual ones. Depending on the
semiring used, the results are valid for classical tree automata or tree
grammars, classical tree automata or tree grammars with ambiguity con-
siderations, probabilistic tree automata or tree grammars, etc.

The prize to pay for these advantages is a knowledge of the basics of semiring
theory and fixed point theory.

It is assumed that the reader has some basic knowledge of semirings (see
e. g., Kuich [36]), fixed point theory (see Bloom, Ésik [6]), and tree languages
and tree automata (see Gécseg, Steinby [24, 25], Comon, Dauchet, Gilleron,
Jaquemard, Lugiez, Tison, Tommasi [14]). Formal tree series were introduced
by Berstel, Reutenauer [5], and then extensively studied by Bozapalidis [7, 8, 9,
10, 11], Bozapalidis, Rahonis [12], Kuich [38, 39, 40, 41, 43], Engelfriet, Fülöp,
Vogler [19] and Fülöp, Vogler [23].

We now give a short description of the contents of this survey paper.
In Section 2, we define those algebraic structures that will be used through-

out the paper. These structures include complete and continuous monoids,
semirings, and distributive Σ-algebras, where Σ is any signature. We intro-
duce tree series and characterize the distributive Σ-algebras of tree series (with
coefficients in a continuous semiring) by a universal property. We use this char-
acterization to derive properties of tree series substitutions. Then we review the
basics of the fixed point theory of continuous functions, including the theorem
of Bekić, De Bakker and Scott regarding the solution of simultaneous least fixed
point equations. In Section 3 we define tree automata and systems of equa-
tions whose right sides consist of tree series. These notions are a framework
for the considerations of finite tree automata and pushdown tree automata, and
polynomial systems. The main result of this section is that (finite, polynomial)
tree automata and (finite, polynomial) systems are equivalent mechanisms. In
Section 4 we prove a Kleene Theorem for recognizable tree series that allows

2



also the definition of recognizable tree series by expressions which are analogous
to regular expressions. In Section 5, pushdown tree automata and algebraic
tree systems are introduced and shown that these mechanisms are equivalent.
Moreover, a Kleene Theorem for algebraic tree series is proved. Top-down tree
series transducers are introduced in Section 6. We concentrate on (top-down)
linear nondeleting recognizable tree series transducers and prove that they pre-
serve recognizability of tree series. Full abstract families of tree series (briefly,
full AFTs) are families of tree series closed under linear nondeleting recogniz-
able tree transductions and certain specific “rational” operations. These full
AFTs are introduced in Section 7. It is shown that the families of recognizable
tree series and of algebraic tree series are full AFTs. The last section brings
connections of formal tree series to formal power series. We first show that the
macro power series (a generalization of the indexed languages) are the yield of
algebraic tree series. Moreover, we prove a Kleene Theorem for macro power
series (and indexed languages). Then we show that algebraic power series are
the yield of recognizable tree series. Finally, we prove the important result that
the yield of a full AFT is a full abstract family of power series.

2 Preliminaries

In this section we first consider commutative monoids. The definitions and re-
sults on commutative monoids are mainly due—sometimes in the framework
of semiring theory—to Eilenberg [17], Goldstern [28], Karner [33], Krob [34],
Kuich [35, 36], Kuich, Salomaa [45], Manes, Arbib [47], Sakarovitch [53]. Our
notion of continuous monoid is a specialization of the continuous algebras as de-
fined, e. g., in Guessarian [31], Goguen, Thatcher, Wagner, Wright [27], Adamek,
Nelson, Reiterman [2].

In the second part of this section we consider distributive algebras. The
definitions and results on distributive algebras are heavily influenced by Boza-
palidis [10], especially by his notion of a K-Γ-algebra. He noticed that the
multilinear mappings of his well ω-additive K-Γ-algebras assure that certain
important mappings induced by formal power series are continuous. (See The-
orem 2 of Bozapalidis [10].) We have tried in the forthcoming definition of a
distributive algebra to simplify the used type of algebra but to save the impor-
tant results. Semirings are then introduced as a very important distributive
algebra.

In the third part of this section we introduce formal tree series. These formal
tree series form a distributive algebra.

In our paper we often will need certain results of fixed point theory. Hence,
in the fourth part of this section, we give a short introduction into the fixed
point theory of continuous functions and refer to a few results of this theory.

In the final part of this section we consider some important mappings con-
nected with formal tree series and show that they are continuous.
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A commutative monoid 〈A,+, 0〉 is called ordered iff it is equipped with a
partial order ≤ preserved by the + operation such that 0 ≤ a holds for all a ∈ A.
It then follows that a ≤ a + b, for all a, b ∈ A. In particular, a commutative
monoid 〈A, +, 0〉 is called naturally ordered iff the relation v defined by: a v b
iff there exists a c such that a + c = b, is a partial order. Morphisms of ordered
monoids preserve the order.

A commutative monoid 〈A,+, 0〉 is called complete iff it has sums for all
families (ai | i ∈ I) of elements of A, where I is an arbitrary index set, such
that the following conditions are satisfied:

(i)
∑

i∈∅ ai = 0,
∑

i∈{j} ai = aj ,
∑

i∈{j,k} ai = aj + ak, for j 6= k,

(ii)
∑

j∈J (
∑

i∈Ij
ai) =

∑
i∈I ai, if

⋃
j∈J Ij = I and Ij ∩ Ij′ = ∅ for j 6= j′.

A morphism of complete monoids preserves all sums.
Recall that a nonempty subset D of a partially ordered set P is called directed

iff each pair of elements of D has an upper bound in D. Moreover, a function
f : P → Q between partially orderet sets is continuous iff it preserves the least
upper bound of directed sets, i.e., when f(supD) = sup f(D), for all directed
sets D ⊆ P such that sup D exists. It follows that any continuous function
preserves the order.

An ordered commutative monoid 〈A, +, 0〉 is called a continuous monoid iff
each directed subset of A has a least upper bound and the + operation preserves
the least upper bound of directed sets, i.e., when

a + supD = sup(a + D) ,

for all directed sets D ⊆ A and for all a ∈ A. Here, a + D is the set {a + x | x ∈
D}. A morphism of continuous monoids is a continuous monoid homomorphism.

It is known that an ordered commutative monoid A is continuous iff each
chain in A has a least upper bound and the + operation preserves least upper
bounds of chains, i. e., when a+supC = sup a+C holds for all nonempty chains
C in A. (See Markowsky [48].)

Proposition 2.1 Any continuous monoid 〈A, +, 0〉 is a complete monoid equipped
with the following sum operation:

∑
i∈I

ai = sup{
∑
i∈E

ai | E ⊆ I, E finite} ,

for all index sets I and all families (ai | i ∈ I) in A. Any morphism between
continuous monoids is a complete monoid morphism.

A signature is a nonempty set Σ, whose elements are called operation sym-
bols, together with a mapping ar : Σ → N, called the arity function, assigning
to each operation symbol its finite arity (N denotes the nonnegative integers).
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We write Σ = Σ0 ∪ Σ1 ∪ . . . ∪ Σk ∪ . . ., where Σk, k ≥ 0, contains the operator
symbols of arity k.

Let Σ be a signature. Recall that a Σ-algebra 〈A,Ω〉 consists of a nonempty
set A and a family of operations Ω = Ω0 ∪ Ω1 ∪ . . . ∪ Ωk ∪ . . . on A. Here
Ωk = {ωσ | σ ∈ Σk}, and ωσ : Ak → A is a k-ary operation for each σ ∈
Σk, k ≥ 0. (See Gécseg, Steinby [24], Grätzer [29], Lausch, Nöbauer [46],
Wechler [59].) Usually, we denote σ ∈ Σ and ωσ ∈ Ω by the same letter. The
algebra 〈A, +, 0, Ω〉, where 〈A, +, 0〉 is a commutative monoid and 〈A, Ω〉 is a
Σ-algebra, is called a distributive Σ-algebra iff the following two conditions are
satisfied for all ω ∈ Ωk and all a, a1, . . . , ak ∈ A, k ≥ 1:

(i) ω(a1, . . . , aj−1, 0, aj+1, . . . , ak) = 0 for all 1 ≤ j ≤ k,

(ii) ω(a1, . . . , aj−1, aj + a, aj+1, . . . , ak) =
ω(a1, . . . , aj−1, aj , aj+1, . . . , ak) + ω(a1, . . . , aj−1, a, aj+1, . . . , ak)
for all 1 ≤ j ≤ k.

A morphism of distributive Σ-algebras preserves both the monoid structure and
the operations ω. In the sequel, Σ = Σ0 ∪Σ1 ∪ . . .∪Σk ∪ . . . will always denote
a signature. In connection with trees, a signature will be called ranked alphabet,
where the rank of an operation symbol is its arity.

A distributive Σ-algebra 〈A, +, 0, Ω〉 is briefly denoted by A if +, 0 and Ω
are understood. Similar algebras are considered in Courcelle [15] and Bozapa-
lidis [10].

A distributive Σ-algebra 〈A, +, 0, Ω〉 is termed ordered iff 〈A, +, 0〉 is ordered
and if each operation ω ∈ Ω preserves the order in each argument. When
the order is the natural order, this latter condition holds by distributivity. A
morphism of ordered distributive Σ-algebras is an order preserving distributive
Σ-algebra morphism.

A distributive Σ-algebra 〈A, +, 0, Ω〉 is called complete iff 〈A, +, 0〉 is com-
plete and the following additional condition is satisfied for all ω ∈ Ωk, index
sets I1, . . . , Ik, and ai1 , . . . , aik

∈ A, i1 ∈ I1, . . . , ik ∈ Ik, k ≥ 1:

ω(
∑

i1∈I1

ai1 , . . . ,
∑

ik∈Ik

aik
) =

∑
i1∈I1

. . .
∑

ik∈Ik

ω(ai1 , . . . , aik
).

Eventually, an ordered distributive Σ-algebra 〈A, +, 0, Ω〉 is called continuous
iff 〈A, +, 0〉 is continuous and if the operations ω ∈ Ωk are continuous: For each
a1, . . . , ai−1, ai+1, . . . , ak ∈ A, 1 ≤ i ≤ k, and for each directed set D ⊆ A,

ω(a1, . . . , supD, . . . , ak) = supω(a1, . . . , D, . . . , ak) .

A morphism of complete (resp. continuous) distributive Σ-algebras is both a
complete (resp. continuous) monoid morphism and a distributive Σ-algebra
morphism. From Proposition 2.1 we easily derive:
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Proposition 2.2 Any continuous distributive Σ-algebra is complete. Any mor-
phism of continuous distributive Σ-algebras is a morphism of complete distribu-
tive Σ-algebras.

Let 〈A, +, 0〉 be a commutative monoid, and · be a binary and 1 a nullary
operation on A such that 〈A, ·, 1〉 is a monoid. Then the distributive Σ-algebra
〈A, +, 0, (·, 1)〉, written 〈A,+, ·, 0, 1〉, is called semiring. A semiring 〈A, +, ·, 0, 1〉
is called commutative iff 〈A, ·, 1〉 is a commutative monoid. It is called (natu-
rally) ordered, complete or continuous iff it is (naturally) ordered, complete or
continuous, respectively, as a distributive (·, 1)-algebra. Morphisms of ordered
semirings preserve the partial order. (Again, this condition holds automatically
when the partial order is the natural order.) Morphisms of complete or continu-
ous semirings are complete, or continuous distributive (·, 1)-algebra morphisms.

Example 1.1. Let Σ =
⋃

k≥0 Σk, Σk = {ωk}, k ≥ 0. Consider a semiring
〈A, +, ·, 0, 1〉 and define ωk, k ≥ 0, to be the following k-ary operations: the
nullary constant ω0 is 1, the unary operation ω1 is the identity mapping and the
k-ary operation ωk is the k-fold product, i. e., ω(a1, . . . , ak) = a1 · · ·ak, k ≥ 2.
Then 〈A, +, 0, Ω〉, Ω = (ωk | k ∈ N) is a distributive Σ-algebra. If 〈A, +, ·, 0, 1〉
is a continuous semiring then 〈A, +, 0, Ω〉 is a continuous distributive Σ-algebra.

2

Example 1.2. Consider a semiring 〈A, +, ·, 0, 1〉. Let Σ = Σ0 ∪ Σ1, Σ0 = {ω},
Σ1 = {ωa | a ∈ A}. Then the semiring A can be “simulated” by a distributive
Σ-algebra 〈A, +, 0, Ω〉, where Ω0 = {ω}, Ω1 = {ωa | a ∈ A} and Ωk = ∅ for
k ≥ 2. Here ω is the nullary constant 1 and, for all a, b ∈ A, ωa(b) = a · b.

Additionally to the laws of a distributive Σ-algebra, the following laws are
satisfied for all a, a1, a2, b ∈ A:

ωa1(ωa2(b)) = ωa1·a2(b), ωa1+a2(b) = ωa1(b) + ωa2(b),
ω0(b) = 0, ω1(b) = b, ωa(1) = a.

2

In the sequel, X will denote an alphabet of leaf symbols, disjoint from Σ.
(Observe that an alphabet may be infinite.) By TΣ(X) we denote the set of
trees formed over Σ ∪ X . This set TΣ(X) is the smallest set formed according
to the following conventions:

(i) if σ ∈ Σ0 ∪ X then σ ∈ TΣ(X),

(ii) if σ ∈ Σk, k ≥ 1, and t1, . . . , tk ∈ TΣ(X) then σ(t1, . . . , tk) ∈ TΣ(X).

If Σ0 6= ∅ then X may be the empty set (∅ denotes the empty set).
If Σ is a finite ranked alphabet and X is a finite alphabet of leaf symbols

then TΣ(X) is generated by the context-free grammar G = ({S}, Σ ∪ X, P, S),
where P = {S → ω(S, . . . , S) | ω ∈ Σk, k ≥ 1} ∪ {S → ω | ω ∈ Σ0 ∪ X}.

6



Sometimes it is more suggestive to employ a pictorial representation: The
tree ω ∈ Σ0 ∪X represents the rooted plane tree with just a single node labeled
by ω; the tree ω(t1, . . . , tk), ω ∈ Σk, t1, . . . , tk ∈ TΣ(X), k ≥ 1, represents the
rooted plane tree where the root is labeled by ω and has sons t1, . . . , tk (in this
order).

The set TΣ(X) may be turned into a Σ-algebra by defining, for each σ ∈ Σk

and t1, . . . , tk ∈ TΣ(X), ωσ(t1, . . . , tk) to be the tree σ(t1, . . . , tk). It is well-
known that equipped with these operations, TΣ(X) is freely generated by X :
Each function h : X → D, where D is a Σ-algebra, extends to a unique Σ-
algebra morphism TΣ(X) → D.

We now turn to formal tree series. They will form a distributive Σ-algebra.
Let A be a semiring. Then we denote by A〈〈TΣ(X)〉〉 the set of formal tree
series over TΣ(X), i. e., the set of mappings s : TΣ(X) → A written in the
form

∑
t∈TΣ(X)(s, t)t, where the coefficient (s, t) is the value of s for the tree

t ∈ TΣ(X). For a formal tree series s ∈ A〈〈TΣ(X)〉〉, we define the support of
s, supp(s) = {t ∈ TΣ(X) | (s, t) 6= 0}. By A〈TΣ(X)〉 we denote the set of tree
series in A〈〈TΣ(X)〉〉 that have finite support. A power series with finite support
is called polynomial.

We first define, for s1, s2 ∈ A〈〈TΣ(X)〉〉, the sum s1 + s2 ∈ A〈〈TΣ(X)〉〉 by

s1 + s2 =
∑

t∈TΣ(X)

((s1, t) + (s2, t))t .

The zero tree series 0 is defined to be the tree series having all coefficients equal
to 0. Clearly, 〈A〈〈TΣ(X)〉〉, +, 0〉 is a commutative monoid.

For ω ∈ Σk, k ≥ 0, we define the mapping ω̄ : (A〈〈TΣ(X)〉〉)k → A〈〈TΣ(X)〉〉
by

ω̄(s1, . . . , sk) =
∑

t1,...,tk∈TΣ(X)

(s1, t1) . . . (sk, tk)ω(t1, . . . , tk) ,

s1, . . . , sk ∈ A〈〈TΣ(X)〉〉.
Clearly, 〈A〈〈TΣ(X)〉〉, +, 0, Σ̄〉, where Σ̄ = (ω̄ | ω ∈ Σ), is a distributive Σ-

algebra, as is 〈A〈TΣ(X)〉, +, 0, Σ̄〉 with the same operations. If A is (naturally)
ordered (resp. complete or continuous) then A〈〈TΣ(X)〉〉 is again a (naturally)
ordered (resp. complete or continuous) distributive Σ-algebra. The order on
A〈〈TΣ(X)〉〉 is the pointwise order. Also, when A is ordered, A〈TΣ(X)〉 is an
ordered distributive Σ-algebra.

Example 1.3. Formal tree series have the advantage that the coefficient of a tree
in a series can be used to give information about some quantity connected with
that tree.

(i) (See Example 2.1 of Berstel, Reutenauer [5].) Define the height h(t) of a
tree t in TΣ(X) as follows:

h(t) =
{

0 if t ∈ Σ0 ∪ X ,
1 + max{h(ti) | 1 ≤ i ≤ k} if t = ω(t1, . . . , tk), k ≥ 1.
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Now height is a formal tree series in N〈〈TΣ(X)〉〉 defined as

height =
∑

t∈TΣ(X)

h(t)t .

(ii) Consider formal tree series s in R+〈〈TΣ(X)〉〉 such that 0 ≤ (s, t) ≤ 1 for
all t ∈ TΣ(X). Then (s, t) can be interpreted as a probability associated with
the tree t. Here R+ is the semiring of nonnegative reals.

(iii) Consider formal tree series s in N
∞〈〈TΣ(X)〉〉, where N

∞ = N ∪ {∞}.
Then the coefficient (s, t) of t ∈ TΣ(X) can be interpreted as the number (pos-
sibly ∞) of distinct generations of t by some mechanism. (See Theorem 3.1.)

More examples can be found in Berstel, Reutenauer [5]. 2

We now exhibit a universal property of the above constructions. Note that
A〈〈TΣ(X)〉〉 may be equipped with a scalar multiplication A × A〈〈TΣ(X)〉〉 →
A〈〈TΣ(X)〉〉, (a, s) 7→ as, defined by 〈as, t) = a(s, t), for all t ∈ TΣ(X). When
s ∈ A〈TΣ(X)〉, then also as ∈ A〈TΣ(X)〉. This operation satisfies the following
equations:

a(bs) = (ab)s (1)
1s = s (2)

(a + b)s = as + bs (3)
a(s + s′) = as + as′ (4)

a0 = 0 , (5)

for all a, b ∈ A and s, s′ ∈ A〈〈TΣ(X)〉〉. It follows that

0s = 0 ,

for all s. Moreover, when A is commutative, we also have that

ω(a1s1, . . . , aksk) = a1 . . . akω(s1, . . . , sk) , (6)

for all ω ∈ Σk, k ≥ 0, and for all ai ∈ A, si ∈ A〈〈TΣ(X)〉〉, 1 ≤ i ≤ k.

Theorem 2.3 Suppose that A is a commutative semiring and D is a distribu-
tive Σ-algebra equipped with a scalar multiplication A × D → D, (a, d) 7→ ad,
which satisfies the equations (1)–(6). Then any function ϕ : X → D extends to
a unique distributive Σ-algebra morphism ϕ] : A〈TΣ(X)〉 → D preserving scalar
multiplication.

Proof. It is well-known that ϕ extends to a unique Σ-algebra morphism ϕ :
TΣ(X) → D. We further extend ϕ to ϕ] by defining

ϕ](s) =
∑

t∈TΣ(X)

(s, t)ϕ(t) ,

8



for all s ∈ A〈TΣ(X)〉. It is a routine matter to show that ϕ] extends ϕ and is a
distributive Σ-algebra morphism that preserves scalar multiplication. Since the
definition of ϕ] was forced, the extension is unique. 2

A similar result holds when A is a complete semiring, so that A〈〈TΣ(X)〉〉 is
a complete distributive Σ-algebra.

Theorem 2.4 Suppose that A is a complete commutative semiring and D is a
complete distributive Σ-algebra equipped with a scalar multiplication A×D → D,
(a, d) 7→ ad, which satisfies the equations (1)–(6). Moreover, assume that

(
∑
i∈I

ai)d =
∑
i∈I

aid (7)

a
∑
i∈I

di =
∑
i∈I

adi , (8)

for all a, ai ∈ A and d, di ∈ D, i ∈ I, where I is any index set. Then any func-
tion ϕ : X → D extends to a unique complete distributive Σ-algebra morphism
ϕ] : A〈〈TΣ(X)〉〉 → D preserving scalar multiplication.

When A is ordered by ≤, we may order A〈〈TΣ(X)〉〉, and thus A〈TΣ(X)〉, by
the pointwise order: We define s ≤ s′ for s, s′ ∈ A〈〈TΣ(X)〉〉 iff (s, t) ≤ (s′, t) for
all t ∈ TΣ(X). Equipped with this order, both A〈〈TΣ(X)〉〉 and A〈TΣ(X)〉 are
ordered distributive Σ-algebras. Moreover, scalar multiplication preserves the
order in both arguments. Eventually, when A is a continuous semiring, then
A〈〈TΣ(X)〉〉 is also continuous, and scalar multiplication preserves least upper
bounds of directed sets in both arguments.

Corollary 2.5 Suppose that A is an ordered commutative semiring and D is
an ordered distributive Σ-algebra equipped with an order preserving scalar mul-
tiplication A×D → D, (a, d) 7→ ad, which satisfies the equations (1)–(6). Then
any function ϕ : X → D extends to a unique distributive Σ-algebra morphism
ϕ] : A〈TΣ(X)〉 → D preserving scalar multiplication. Moreover, when A is a
continuous commutative semiring and D is a continuous distributive Σ-algebra
equipped with a continuous scalar multiplication A×D → D, (a, d) 7→ ad, which
satisfies the above equations, then any function ϕ : X → D extends to a unique
continuous distributive Σ-algebra morphism ϕ] : A〈〈TΣ(X)〉〉 → D preserving
scalar multiplication.

In the sequel, A will denote a continuous (complete) commutative semiring
where sums are defined by Proposition 2.1. Let s be a formal tree series in
A〈〈TΣ(X)〉〉, and let D denote a continuous distributive Σ-algebra equipped with
a scalar multiplication A × D → A satisfying (1)–(6) which is also continuous.
The set DX of all functions X → D is also a continuous distributive Σ-algebra by
the pointwise operations and ordering as is the the set of all continuous functions
DX → D. Moreover, it is equipped with the pointwise scalar multiplication
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which again satisfies (1)–(6) and is continuous. Now s induces a mapping sD :
DX → D, h 7→ h](s) for h ∈ DX .

Proposition 2.6 The function sD is continuous. Moreover, the assignment
s → sD defines a continuous function of s.

Proof. It is known that when t ∈ TΣ(X), then the function tD : DX → D
induced by t is continuous, since it can be constructed from continuous functions
(namely, the projections and the continuous operations of D corresponding to
the symbols in Σ) by function composition, see, e.g., Guessarian [31]. Since
scalar multiplication and + are continuous, so is any function induced by a
series in A〈TΣ(X)〉. But sD is the pointwise supremum of the functions induced
by the polynomials

∑
t∈F (s, t)t, where F is a finite subset of TΣ(X). Since the

pointwise supremum of continuous functions is continuous, see Guessarian [31],
the result follows.

To show that the assignment s 7→ sD defines a continuous function, let S
denote a directed set in A〈〈TΣ(X)〉〉. We need to prove that

(sup
s∈S

s)D = sup
s∈S

sD.

But for any h : X → D,

(sup
s∈S

s)D(h) = h](sup
s∈S

s)

= sup
s∈S

h](s)

= sup
s∈S

sD(h)

= (sup
s∈S

sD)(h).

2

¿From now on we will write just h for h] and denote sD by just s.
In particular, formal tree series induce continuous mappings called substitu-

tions as follows. Let Y denote a nonempty set of variables, where Y ∩(Σ∪X) =
∅, and consider a mapping h : Y → A〈〈TΣ(X ∪ Y )〉〉. This mapping can be ex-
tended to a mapping h : TΣ(X∪Y ) → A〈〈TΣ(X∪Y )〉〉 by h(x) = x, x ∈ X . Now,
by the above result, for any series s ∈ A〈〈TΣ(X ∪ Y )〉〉, the mapping h 7→ h(s)
is a continuous function of h. By the arguments outlined above, h(s) can be
constructed as follows. First, extend h to trees by defining

h(ω(t1, . . . , tk)) = ω̄(h(t1), . . . , h(tk)) =∑
t′1,...,t′

k
∈TΣ(X∪Y )(h(t1), t′1) . . . (h(tk), t′k)ω(t′1, . . . , t

′
k) ,

for ω ∈ Σk and t1, . . . , tk ∈ TΣ(X ∪ Y ), k ≥ 0. One more extension of h
yields a mapping h : A〈〈TΣ(X ∪ Y )〉〉 → A〈〈TΣ(X ∪ Y )〉〉 by defining h(s) =
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∑
t∈TΣ(X∪Y )(s, t)h(t). Now s(h) is just the value of this extended function

on s. If Y = {y1, . . . , yn} is finite, we use the following notation: h : Y →
A〈〈TΣ(X ∪ Y )〉〉, where h(yi) = si, 1 ≤ i ≤ n, is denoted by (si, 1 ≤ i ≤ n) or
(s1, . . . , sn) and the value of s with argument h is denoted by s(si, 1 ≤ i ≤ n) or
s(s1, . . . , sn). Intuitively, this is simply the substitution of the formal tree series
si ∈ A〈〈TΣ(X ∪ Y )〉〉 into the variables yi, 1 ≤ i ≤ n, of s ∈ A〈〈TΣ(X ∪ Y )〉〉. By
Proposition 2.6, the mapping s : (A〈〈TΣ(X ∪ Y )〉〉)Y → A〈〈TΣ(X ∪ Y )〉〉, i. e.,
the substitution of formal tree series into the variables of Y , is a continuous
mapping. Moreover, s(s1, . . . , sn) is also continuous in s. (So it is continuous in
s and in each si.) Observe that s(s1, . . . , sn) =

∑
t∈TΣ(X∪Y )(s, t)t(s1, . . . , sn).

In certain situations, formulae are easier to read if we use the notation
s[si/yi, 1 ≤ i ≤ n] for the substitution of the formal tree series si into the
variables yi, 1 ≤ i ≤ n, of s instead of the notation s(si, 1 ≤ i ≤ n). So we will
use sometimes this notation s[si/yi, 1 ≤ i ≤ n].

In the same way, s ∈ A〈〈TΣ(X∪Y )〉〉 also induces a mapping s : (A〈〈TΣ(X)〉〉)Y

→ A〈〈TΣ(X)〉〉.
Our substitution on formal tree series is a generalization of the OI-substitutions

on formal tree languages. We do not consider generalizations of the IO-substitution.
Bozapalidis [11], Engelfriet, Fülöp, Vogler [19] and Fülöp, Vogler [23] consider
these generalizations to formal tree series.

The construction of tree series and the above freeness results can be general-
ized to a great extent. Suppose that D is any Σ-algebra and A is any complete
semiring. Then the set of functions A → D, denoted A〈〈D〉〉, is a complete
distributive Σ-algebra. We call the elements of A〈〈D〉〉 series and denote them
as

∑
d∈D(s, d)d, or

∑
d∈supp(s)(s, d)d. The sum of any family of series is their

pointwise sum. The zero series serves as zero. Moreover, for each ω ∈ Σk, k ≥ 1,
and for each s1, . . . , sk ∈ A〈〈D〉〉,

ω(s1, . . . , sk) =
∑
d∈D

(
∑

d=ω(d1,...,dk)

(s1, d1) . . . (sk, dk))d .

Note also that A〈〈D〉〉 is equipped with a scalar multiplication A × A〈〈D〉〉 →
A〈〈D〉〉. Note that equations (1)–(6) and (7), (8) hold. When A is a continuous
semiring then, equipped with the pointwise order, A〈〈D〉〉 is a continuous dis-
tributive Σ-algebra and scalar multiplication is continuous. We are now ready
to state the promised generalization of Theorem 2.4.

Theorem 2.7 Suppose that A is a complete commutative semiring and D′ is a
distributive Σ-algebra equipped with a scalar multiplication A × D′ → D′ which
satisfies the equations (1)–(6) as well as (7) and (8). Moreover, assume that
D is a Σ-algebra. Then any Σ-algebra morphism ϕ : D → D′ extends to a
unique complete distributive Σ-algebra morphism ϕ] : A〈〈D〉〉 → D′ preserving
scalar multiplication. When A is a continuous commutative semiring and D′ is
a continuous distributive Σ-algebra and the scalar multiplication A × D′ → D′

is continuous, then so is the function ϕ].

11



Theorem 2.3 can be generalized in the same way. For more on series over
Σ-algebras we refer the reader to Kuich [42, 44].

In the sequel, we shall make use of some basic facts about least fixed points
of continuous functions that we review next.

A complete partially ordered set, or cpo, for short, is a partially ordered set P
which has a bottom element, usually denoted ⊥, such that supD exists for each
directed set D ⊆ P . Note that continuous monoids and continuous distributive
Σ-algebras are cpo’s. When P and Q are cpo’s, a function f : P → Q is called
continuous if f preserves the least upper bound of directed sets (see also above).
It is clear that any composition of continuous functions is continuous, and any
direct product of cpo’s is a cpo equipped with the pointwise order. Moreover,
when P, Q are cpo’s, the set of continuous functions P → Q equipped with the
pointwise order is also a cpo.

Suppose that P and Qi, i ∈ I are cpo’s and let
∏

i∈I Qi denote the direct
product of the Qi. Then for any j ∈ I, the jth projection function

∏
i∈I Qi → Qj

is continuous. Moreover, a function f : P → ∏
i∈I Qi is continuous iff each

“component function” fi : P → Qi is continuous. And when I is finite, say
I = {1, . . . , n}, then a function f :

∏
i∈I Qi → P is continuous iff it is continuous

separately in each argument, i.e., when

f(a1, . . . , supD, . . . , an) = sup f(a1, . . . , D, . . . , an)

holds for each 1 ≤ i ≤ n, aj ∈ Pj , j 6= i, and for each directed set D ⊆ Pi. In
the sequel, we will use these facts without any further mention.

Due to a well-known fixed point theorem, that we recall now, cpo’s and
continuous functions have been used widely to give semantics to recursive defi-
nitions, see, e.g., Bloom, Ésik [6], Guessarian [31].

Theorem 2.8 Suppose that P and Q are cpo’s and f is a continuous function
P × Q → P . Then for each q ∈ Q there is a least p ∈ P with p = f(p, q),
called the least fixed point of f with respect to the parameter q. Moreover, the
function Q → P that takes q to the least fixed point p is continuous.

In fact, a similar result holds not only for continuous functions, but for any
order preserving function f : P × Q → P . But when f is continuous, the least
fixed point can be constructed as the least upper bound sup pn, where p0 = ⊥
and pn+1 = f(pn, q), for all n ≥ 0. (The set {pn | n ≥ 0} is a chain, and is thus
directed.)

In Bloom, Ésik [6], the function Q → P arising from Theorem 2.8 that
provides the parameterized least fixed point for a given continuous function
f : P × Q → P is denoted f †. Here, we will mainly use the notation µx.f(x, y)
or, for f : P → P , also fix(f).

We now recall three very important elementary facts about least fixed points
of continuous functions. Theorem 2.9 is independently due to Bekić [3] and De
Bakker, Scott [16]. For Proposition 2.10, see also Niwiński [49].
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Theorem 2.9 Suppose that f : P × Q × R → P and g : P × Q × R → Q
are continuous functions, where P, Q, R are cpo’s. Let h : P × Q × R → P × Q
denote the “target pairing” of f and g, so that h(x, y, z) = (f(x, y, z), g(x, y, z)).
Then

µ(x, y).h(x, y, z) = (µx.f(x, k(x, z), z), k(µx.f(x, k(x, z), z), z))

where k(x, z) = µy.g(x, y, z).

Proposition 2.10 Suppose that f : P × P × Q → P is a continuous function,
where P and Q are cpo’s. Then

µx.µy.f(x, y, z) = µx.f(x, x, z).

Proposition 2.11 Suppose that f : P ×Q → P and g : R → Q are continuous
functions, where P, Q, R are all cpo’s. Then

µx.f(x, g(z)) = h(g(z)) ,

where h(y) = µx.f(x, y).

We refer to the equation in Theorem 2.9 as the Bekić-DeBakker-Scott rule.
The equation in Proposition 2.10 is usually referred to as the diagonal equa-
tion, or the double iteration equation. In the terminology of Bloom, Ésik [6],
Proposition 2.11 asserts that the parameter identity holds.

The above results describe three equational properties of the least fixed
point operation on continuous functions. For a complete description, we refer
the reader to Bloom, Ésik [6]. Least fixed points of continuous functions on
cpo’s are also least pre-fixed points. In Ésik [21], it is shown that the equational
properties of the least fixed point operation on continuous functions on cpo’s
are exactly the same as that of the least pre-fixed point operation on ordered
preserving functions on partially ordered sets in general.

In the sequel, Y, Y ′, Z will denote sets of variables that are disjoint from Σ
and X , and Yk, k ≥ 1, will denote the set of variables {y1, . . . , yk}. Moreover,
Y0 = ∅. Furthermore, I and I ′ will denote arbitrary index sets.

Given a set S, SI1×I2 will denote in the sequel the set of matrices indexed by
I1×I2 with entries in S. (E. g., (A〈〈TΣ(X)〉〉)I′×Ik

denotes the set of matrices M ,
such that the (i, (i1, . . . , ik))-entry of M is in A〈〈TΣ(X)〉〉, i ∈ I ′, i1, . . . , ik ∈ I.)

Our tree automata will be defined by transition matrices. A matrix M ∈
(A〈〈TΣ(X ∪Yk)〉〉)I′×Ik

, k ≥ 1, I ′ and I arbitrary index sets, induces a mapping

M : (A〈〈TΣ(X ∪Y ′)〉〉)I×1× . . .× (A〈〈TΣ(X ∪Y ′)〉〉)I×1 → (A〈〈TΣ(X ∪Y ′)〉〉)I′×1

(there are k argument vectors), defined by the entries of the resulting vector as
follows: For P1, . . . , Pk ∈ (A〈〈TΣ(X ∪ Y ′)〉〉)I×1 we define, for all i ∈ I ′,

M(P1, . . . , Pk)i =
∑

i1,...,ik∈I Mi,(i1,...,ik)((P1)i1 , . . . , (Pk)ik
) =∑

i1,...,ik∈I

∑
t∈TΣ(X∪Yk)(Mi,(i1,...,ik), t)t((P1)i1 , . . . , (Pk)ik

) .
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Theorem 2.12 Let M ∈ (A〈〈TΣ(X∪Yk)〉〉)I′×Ik

, k ≥ 1. Define M̄ ∈ (A〈〈TΣ(X∪
Yk)〉〉)I′×Im

, m > k, by

M̄i,(i1,...,im) = δi,imδim,im−1 · · · δik+2,ik+1Mi,(i1,...,ik) ,

for i ∈ I ′, i1, . . . , im ∈ I.
Then, for P1, . . . , Pm ∈ (A〈〈TΣ(X ∪ Y ′)〉〉)I×1,

M̄(P1, . . . , Pm) = M(P1, . . . , Pk) .

Proof.

M̄(P1, . . . , Pm)i =∑
i1,...,im∈I M̄i,(i1,...,im)((P1)i1 , . . . , (Pm)im) =∑
i1,...,im∈I δi,imδim,im−1 · · · δik+2,ik+1Mi,(i1,...,ik)((P1)i1 , . . . , (Pk)ik

) =∑
i1,...,ik∈I Mi,(i1,...,ik)((P1)i1 , . . . , (Pk)ik

) =
M(P1, . . . , Pk)i, i ∈ I ′ .

2

For the definition of the tree series transducers we will need a generalization
of the substitution defined by a matrix in (A〈〈TΣ(X ∪ Yk)〉〉)I′×Ik

, k ≥ 1. A
matrix M ∈ (A〈〈TΣ(X ∪ Ym)〉〉)I′×(I×Zk)m

, Zk = {z1, . . . , zk}, k ≥ 1, induces a
mapping

M : (A〈〈TΣ(X ∪Y ′)〉〉)I×1×· · ·× (A〈〈TΣ(X ∪Y ′)〉〉)I×1 → (A〈〈TΣ(X ∪Y ′)〉〉)I′×1

(there are k argument vectors) defined by the entries of the resulting vector as
follows: For P1, . . . , Pk ∈ (A〈〈TΣ(X ∪ Y ′)〉〉)I×1 we define, for all i ∈ I ′,

M [P1, . . . , Pk]i =∑
i1,...,im∈I, 1≤j1,...,jm≤k

Mi,((i1,zj1),...,(im,zjm ))((Pj1 )i1 , . . . , (Pjm )im) .

Theorem 2.13 Let C = {((i1, z1), . . . , (ik, zk)) | i1, . . . , ik ∈ I} and M ∈
(A〈〈TΣ(X ∪ Yk)〉〉)I′×(I×Zk)k

, k ≥ 1, such that Mi,α = 0 for i ∈ I ′ and α ∈ (I ×
Zk)k−C. Define M̄ ∈ (A〈〈TΣ(X∪Yk)〉〉)I′×Ik

by M̄i,(i1,...,ik) = Mi,((i1,z1),...,(ik,zk))

for i ∈ I ′, i1, . . . , ik ∈ I. Then, for P1, . . . , Pk ∈ (A〈〈TΣ(X ∪ Y ′)〉〉)I×1,

M(P1, . . . , Pk) = M̄ [P1, . . . , Pk] .

Proof.
M [P1, . . . , Pk]i =∑

i1,...,ik∈I Mi,((i1,z1),...,(ik,zk))((P1)i1 , . . . , (Pk)ik
) =∑

i1,...,ik∈I M̄i,(i1,...,ik)((P1)i1 , . . . , (Pk)ik
) =

M̄(P1, . . . , Pk)i, i ∈ I ′ .
2
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3 Tree automata and systems of equations

In this section we define tree automata and systems of equations (over semi-
rings). These notions are a framework for the consideration of finite tree au-
tomata and pushdown tree automata, and polynomial systems. The definitions
are slightly adapted from Kuich [38]. The main result of this section is that (fi-
nite, polynomial) tree automata and (finite, polynomial) systems are equivalent
mechanisms.

Our tree automata are a generalization of the nondeterministic root-to-
frontier tree recognizers. (See Gécseg, Steinby [24, 25] and Kuich [38].) A
tree automaton (with input alphabet Σ and leaf alphabet X over the semiring
A)

A = (I, M, S, P )

is given by

(i) a nonempty set I of states,

(ii) a transition matrix
M ∈ (A〈〈TΣ(X ∪ Ym)〉〉)I×Im

, for some m ≥ 1,

(iii) a row finite row vector S ∈ (A〈〈TΣ(X ∪ Y1)〉〉)1×I , called the initial state
vector,

(iv) a column vector P ∈ (A〈〈TΣ(X)〉〉)I×1, called the final state vector.

The approximation sequence (σj | j ∈ N), σj ∈ (A〈〈TΣ(X)〉〉)I×1, j ≥ 0,
associated with A is defined as follows:

σ0 = 0, σj+1 = M(σj , . . . , σj) + P, j ≥ 0 .

(There are m argument vectors σj .) The behavior ||A|| ∈ A〈〈TΣ(X)〉〉 of the tree
automaton A is defined by

||A|| =
∑
i∈I

Si(σi) = S(σ) ,

where σ ∈ (A〈〈TΣ(X)〉〉)I×1 is the least upper bound of the approximation se-
quence associated with A. Since σj ≤ σj+1 for all j, and since (A〈〈TΣ(X ∪
Ym)〉〉)I×Im

has all directed least upper bounds with respect to the pointwise
order, it follows that this least upper bound and, hence, the behavior of A exist.

A tree automaton A = (I, M, S, P ) is called finite iff I is finite. A tree
automaton A = (I, M, S, P ) is called simple iff the entries of the transition
matrix M , of the initial state vector S and of the final state vector P have the
following specific form:

(i) the entries of M are of the form
∑

1≤k≤m

∑
ω∈Σk

aωω(y1, . . . , yk)+∑
ω∈Σ0∪X aωω + ay1, aω, a ∈ A;
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(ii) the entries of P are of the form
∑

ω∈Σ0∪X aωω, aω ∈ A;

(iii) the entries of S are of the form dy1, d ∈ A.

It is called proper iff there are no terms ay1 in (i). Observe that the term ay1

in (i) corresponds to ε-moves in ordinary automata.
Intuitively, a simple tree automaton A recognizes a tree t ∈ TΣ(X) with

coefficient (||A||, t) as follows in a nondeterministic way.
At the root of t, A may be in any initial state i ∈ I, i. e., in a state with

(S, i) 6= 0. We now describe a computation starting in the initial state i0 ∈ I and
its weight. Consider any node of t labelled by ω ∈ Σk, k ≥ 1. If in the recognition
procedure A is in state i and (Mi,(i1,...,im), ω(y1, . . . , yk)) = ai 6= 0 then A
proceeds in parallel at states i1, . . . , ik at the roots of t1, . . . , tm, respectively.
Consider any node of t labelled by ω ∈ Σ0∪X . If, in the recognition procedure,
A is in state i and (Pi, ω) = ai 6= 0 or (Mi,(i1,...,im), ω) = ai 6= 0 for some
i1, . . . , im ∈ I, then A terminates this branch of its computation. If, in the
recognition procedure, A is in state i and (Mi,(i1,...,im), y1) = ai 6= 0 then A
moves to state i1.

The weight of such a computation starting in the initial state i0 is (S, i0)
multiplied with all the semiring elements ai occuring in the procedure described
above. The coefficient (||A||, t) is then the sum of all weights of all possible
computations.

In Kuich [38], tree automata were defined by a sequence of transition matri-
ces. But, essentially, these tree automata are equivalent to our tree automata
by Theorem 2.12.

Consider the case that A is the semiring N
∞, i. e., we consider tree series in

N
∞〈〈TΣ(X)〉〉. A simple tree automaton is called 1-simple iff all the coefficients

aω, a in (i), aω in (ii) and d in (iii) belong to {0, 1}. By Seidl [55], Proposition 3.1,
the coefficient (||A||, t) of the behavior of A is the number (possible ∞) of distinct
computations for t.

Theorem 3.1 Consider a 1-simple tree automaton A and let d(t), t ∈ TΣ(X),
be the number (possibly ∞) of distinct computations of A for t. Then

||A|| =
∑

t∈TΣ(X)

d(t)t ∈ N
∞〈〈TΣ(X)〉〉 .

We now turn to systems.
A system (with variables in Z = {zi | i ∈ I}) is a system of formal equations

zi = pi, i ∈ I, I an arbitrary index set, where each pi is in A〈〈TΣ(X ∪ Zi)〉〉.
Here Zi is, for each i ∈ I, a finite subset of Z with |Zi| ≤ m for some m ≥ 0.
The system can be written in matrix notation as z = p(z). Here z and p denote
vectors, whose i-th component is zi and pi, i ∈ I, respectively. A solution to
the system z = p(z) is given by σ ∈ (A〈〈TΣ(X)〉〉)I×1 such that σ = p(σ). A
solution σ of z = p(z) is called least solution iff σ ≤ τ for all solutions τ of
z = p(z).
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The approximation sequence (σj | j ∈ N), σj ∈ (A〈〈TΣ(X)〉〉)I×1, j ≥ 0,
associated with the system z = p(z) is defined as follows:

σ0 = 0, σj+1 = p(σj), j ≥ 0 .

Since σj ≤ σj+1 for all j, and since (A〈〈TΣ(X)〉〉)I×1 has least upper bounds
of all directed sets, the least upper bound σ = sup(σj | j ∈ N) of this ap-
proximation sequence exists. Moreover, it is the least solution of the system
z = p(z).

Our systems are a generalization of the systems of linear equations of Berstel,
Reutenauer [5]. A system zi = pi, i ∈ I, is called proper iff (pi, zj) = 0 for all
i, j ∈ I. It is called finite iff I is finite.

Theorem 3.2 For each system there exists a proper one with the same least
solution. A proper system has a unique solution.

Proof. The construction is as follows. Consider a system z = p as defined above.
Write it in the form z = Mz + r, where M ∈ AI×I and (ri, zj) = 0 for i, j ∈ I.
Then, by the diagonal identity (Proposition 2.10), the systems z = Mz + r and
z = M∗r have the same least solution and, by construction, z = M∗r is a proper
system. An adaption of the proof of Proposition 6.1 of Berstel, Reutenauer [5]
proves the second sentence of our theorem. Clearly, this unique solution is at
the same time the least solution. 2

We now show that tree automata and systems are mechanisms of equal
power. For a given tree automaton A = (I, M, S, P ) as defined above we con-
struct the system with variables in Z = {zi | i ∈ I}

zi =
∑

i1,...,im∈I

Mi,(i1,...,im)(zi1 , . . . , zim) + Pi , i ∈ I .

Here we have substituted the variables zi1 , . . . , zim for the variables y1, . . . , ym

in Mi,(i1,...,im)(y1, . . . , ym). In matrix notation, this system can be written as

z = M(z, . . . , z) + P .

Here z is an I × 1-vector whose i-th component is the variable zi, i ∈ I.
As before, the approximation sequences associated with this system and to

the tree automaton A coincide. Consider now the system with variables in
{z0} ∪ Z

z0 =
∑
i∈I

Si(zi), z = M(z, . . . , z) + P .

Then the z0-component of its least solution is equal to ||A||.
Conversely, consider a system z = p(z) as defined above. Let Zi = {zi1 , . . . , zik

},
i ∈ I, and pi = pi(zi1 , . . . , zik

), k ≤ m. Construct now the tree automaton
A = (Z, M, S, 0), where, for all i, j1, . . . , jm ∈ I,

Mzi,(zj1 ,...,zjm )(y1, . . . , ym) = δi,jmδjm,jm−1 · · · δjk+2,jk+1δjk,ik
· · · δj1,i1pi(y1, . . . , yk) .
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Moreover, choose a zi0 ∈ Z and let Szi0
(y1) = y1, Szi(y1) = 0 for zi 6= zi0 .

Let (σj | j ∈ N) and (τ j | j ∈ N) be the approximation sequences associated
to z = p(z) and A, respectively. We claim that σj = τ j for j ≥ 0 and show it
by induction on j. The case j = 0 being clear, we proceed with j > 0. Then we
obtain, for all i ∈ I,

τ j
zi

= M(τ j−1, . . . , τ j−1)zi =∑
j1,...,jm∈I Mzi,(zj1 ,...,zjm )(τ j−1

zj1
, . . . , τ j−1

zjm
) =∑

j1,...,jm∈I δi,jmδjm,jm−1 · · · δjk+2,jk+1δjk,ik
· · · δj1,i1pi(τ j−1

zj1
, . . . , τ j−1

zjk
) =

pi(τ j−1
zi1

, . . . , τ j−1
zik

) = pi(σj−1
zi1

, . . . , σj−1
zik

) = σj
i .

Hence, ||A|| is equal to the zi0 -component of the least solution of z = p(z).
Observe that we could place, for k = 0, pi into Pzi instead into Mzi,(zi,...,zi).
Theorem 3.3 summarizes the above considerations.

Theorem 3.3 A power series s ∈ A〈〈TΣ(X)〉〉 is a component of the least solu-
tion of a system iff s is the behavior of a tree automaton.

We now consider polynomial tree automata and polynomial systems and
show that they are mechanisms of equal power.

A tree automaton A = (I, M, S, P ) is called polynomial iff the following
conditions are satisfied:

(i) The entries of M are polynomials in A〈TΣ(X ∪ Ym)〉.
(ii) The entries of the initial state vector S are of the form Si = diy1, di ∈ A,

i ∈ I.

(iii) The entries of the final state vector P are polynomials in A〈TΣ(X)〉.
A system (with variables in Z) zi = pi, i ∈ I, is called polynomial iff each pi is
a polynomial in A〈TΣ(X ∪ Zi)〉, i ∈ I.

The same constructions that proved Theorem 3.3 prove also the next theo-
rem.

Theorem 3.4 A power series s ∈ A〈〈TΣ(X)〉〉 is a component of the least solu-
tion of a polynomial system iff s is the behavior of a polynomial tree automaton.

A system zi = pi, i ∈ I, is called simple iff pi is a sum of terms of the
following form:

(i) aω(zi1 , . . . , zik
), a ∈ A, ω ∈ Σk, i1, . . . , ik ∈ I, 1 ≤ k ≤ m, for some m ≥ 1,

(ii) aω, a ∈ A, ω ∈ Σ0 ∪ X ,

(iii) az1, a ∈ A.
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Theorem 3.5 Let s ∈ A〈〈TΣ(X)〉〉 be a component of the least solution of a
finite polynomial system. Then there exists a finite polynomial system that is
simple and proper such that s is a component of its least solution.

Proof. By Theorem 3.2 and Lemma 6.3 of Berstel, Reutenauer [5]. 2

Corollary 3.6 The following statements on a formal tree series in A〈〈TΣ(X)〉〉
are equivalent:

(i) s is a component of the least solution of a finite polynomial system;

(ii) s is a component of the unique solution of a finite polynomial system that
is also simple and proper;

(iii) s is the behavior of a finite polynomial tree automaton;

(iv) s is the behavior of a finite polynomial tree automaton with one initial
state of weight 1 that is also simple and proper.

Proof. By Theorems 3.5 and 3.4, the statements (i), (ii) and (iii) are equivalent.
By the construction in the proof of Theorem 3.3, statement (iv) is implied by
statement (iii). 2

If a formal tree series in A〈〈TΣ(X)〉〉 satisfies one and, hence, all statements
of Corollary 3.6 we call it recognizable. The collection of all recognizable tree
series in A〈〈TΣ(X)〉〉 is denoted by Arec〈〈TΣ(X)〉〉. In the theory of tree languages,
recognizable tree languages are defined only for finite alphabets Σ and X . We
allow also infinite alphabets Σ and X . This is justified by the observation that,
for s ∈ Arec〈〈TΣ(X)〉〉, there exist finite alphabets Σ′ and X ′, Σ′ ⊆ Σ, X ′ ⊆ X ,
such that supp(s) ⊆ TΣ′(X ′). Moreover

Arec〈〈TΣ(X)〉〉 =
⋃

Σ′⊆Σ finite, X′⊆X finite

Arec〈〈TΣ′(X ′)〉〉 .

Example 3.1.1 (See Berstel, Reutenauer [5], Examples 6.2 and 4.2.) Our basic
semiring is Z, the semiring of integers. Let Σ = Σ1∪Σ2, Σ1 = {	}, Σ2 = {⊕,⊗}.
We will evaluate arithmetic expressions with operators 	,⊕,⊗, and operands
in the leaf alphabet X .

Define an interpretation eval of the elements of X , i. e., eval : X → Z. Ex-
tend it to a mapping eval : TΣ(X) → Z by eval(	(t)) = −eval(t), eval(⊕(t1, t2)) =
eval(t1)+eval(t2), eval(⊗(t1, t2)) = eval(t1) · eval(t2) for t, t1, t2 ∈ TΣ(X). Then
eval =

∑
t∈TΣ(X) eval(t)t is a formal tree series in Z〈〈TΣ(X)〉〉.

Consider the proper system

z1 = ⊕(z1, z2) + ⊕(z2, z1) + ⊗(z1, z1) + (−1) 	 (z1) +
∑

x∈X eval(x)x ,
z2 = ⊕(z2, z2) + ⊗(z2, z2) + 	(z2) +

∑
x∈X x .

1In the examples we often refrain from our convention that the basic semiring is continuous.
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Let (σ1, σ2) be its unique solution. Then we claim that σ1 = eval, σ2 = char,
where char =

∑
t∈TΣ(X) t. The claim is proven by substituting (eval, char) into

the equations of the system:

⊕(eval, char) + ⊕(char, eval) + ⊕(eval, eval) −	(eval) +
∑

x∈Σ eval(x)x =∑
t1,t2∈TΣ(X) eval(t1) ⊕ (t1, t2) +

∑
t1,t2∈TΣ(X) eval(t2) ⊕ (t1, t2)+∑

t1,t2∈TΣ(X) eval(t1)eval(t2) ⊗ (t1, t2) +
∑

t∈TΣ(X) −eval(t) 	 t+∑
x∈Σ eval(x)x =∑
t1,t2∈TΣ(X) eval(⊕(t1, t2)) ⊕ (t1, t2) +

∑
t1,t2∈TΣ(X) eval(⊗(t1, t2)) ⊗ (t1, t2)+∑

t∈TΣ(X) eval(	(t)) 	 t +
∑

x∈Σ eval(x)x =∑
t∈TΣ(X) eval(t)t = eval ,

⊕(char, char) + ⊗(char, char) + 	(char) +
∑

x∈Σ x =∑
t1,t2∈TΣ(X) ⊕(t1, t2)+∑
t1,t2∈TΣ(X) ⊗(t1, t2) +

∑
t∈TΣ(X) 	(t) +

∑
x∈Σ x = char .

Consider now the finite tree automaton A = (Q, M, S, P ), where Q =
{z1, z2}, Sz1 = y1, Sz2 = 0, Pz1 =

∑
x∈Σ eval(x)x, Pz2 =

∑
x∈Σ x, and the

nonnull entries of M are given by

Mz1,(z1,z1) = (−1) 	 (y1), Mz2,(z2,z2) = 	(y1),
Mz1,(z1,z1) = ⊗(y1, y2), Mz1,(z1,z2) = ⊕(y1, y2),
Mz1,(z2,z1) = ⊕(y1, y2), Mz2,(z2,z2) = ⊕(y1, y2) + ⊗(y1, y2) .

Then we obtain ||A|| = σ1 = eval.
Let X = {a, b, c} and t = ⊕(	a,⊗(b, c)). Then there are two computations

for t starting at z1 and none starting from z2. These two computations are given
in the following pictorial form:

a

eval(a)

	

b

1

c

1

⊗

⊕

z2z1

z1 z2 z2

z1

1 1

−1 1 1

a

1

	

b

eval(b)

c

eval(c)

⊗

⊕

z1z2

z2 z1 z1

z1

1 1

1 1 1

Hence, (||A||, t) = −eval(a) + eval(b)eval(c). 2

Example 3.1 gives also an intuitive feeling, how a finite nondeterministic
root-to-frontier tree recognizer is simulated by a finite tree automaton over the
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semiring B. Formally, we have the following theorem that is a slight adaption
of Theorem 3.6 of Kuich [38].

Theorem 3.7 For each finite nondeterministic root-to-frontier tree recognizer
A in the sense of Gécseg, Steinby [24] there exists a simple proper finite poly-
nomial tree automaton A over the Boolean semiring B auch that ||A|| = T (A),
and vice versa.

4 Closure properties and a Kleene Theorem for
recognizable tree series

In this section we prove a Kleene Theorem for recognizable tree series. (See
Thatcher, Wright [58], Bozapalidis [10], Gruska [30], Gécseg, Steinby [24, 25],
Kuich [37].) This Kleene Theorem allows the definition of recognizable tree
series by expressions which are analogous to regular expressions.

We first show that Arec〈〈TΣ(X)〉〉 is a distributive Σ-algebra.

Theorem 4.1 〈Arec〈〈TΣ(X)〉〉, +,∪, Σ̄〉 is a distributive Σ-algebra closed under
scalar product that contains A〈TΣ(X)〉.
Proof. Let sj ∈ Arec〈〈TΣ(X)〉〉, 1 ≤ j ≤ m, where m ≥ 2 is greater or equal to
the maximal rank of an operation symbol in Σ, be the first components of the
unique solution of the simple proper finite polynomial systems (written in matrix
notation) zj = pj(zj), 1 ≤ j ≤ m, with mutually disjoint variable alphabets.
Let σj be the unique solution of zj = pj(zj), 1 ≤ j ≤ m, with σj

1 = sj .
(i) Consider the system

z0 = p1
1(z

1) + p2
1(z

2), z1 = p1(z1), z2 = p2(z2) .

It is again simple and proper. We claim that its unique solution is given by
(s1 + s2, σ

1, σ2) and show it by substitution:

p1
1(σ

1) + p2
1(σ

2) = σ1
1 + σ2

1 = s1 + s2, pj(σj) = σj , j = 1, 2 .

(ii) Let ω ∈ Σk, k ≥ 0, and consider the system

z0 = ω(z1
1 , . . . , zk

1 ), zj = pj(zj), 1 ≤ j ≤ k .

It is again simple and proper. We claim that its unique solution is given by
(ω̄(s1, . . . , sk), σ1, . . . , σk) and show it by substitution:

ω̄(σ1
1 , . . . , σk

1 ) = ω̄(s1, . . . , sk), pj(σj) = σj , 1 ≤ j ≤ k .

(iii) Let a ∈ A and consider the system

z0 = ap1
1(z

1), z1 = p1(z1) .
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It is again simple and proper. We claim that its unique solution is given by
(as1, σ

1) and show it by substitution:

ap1
1(σ

1) = as1, p1(σ1) = σ1 .

(iv) For s ∈ A〈TΣ(X)〉, s is the unique solution of the system z0 = s. 2

In the sequel, Z = {zj | j ≥ 1}, Zn = {zj | 1 ≤ j ≤ n}, Z0 = ∅. We introduce
the following notation: Let s ∈ A〈〈TΣ(X ∪Zn)〉〉. Then we denote the least σ ∈
A〈〈TΣ(X∪{z1, . . . , zi−1, zi+1, . . . , zn})〉〉 such that s(z1, . . . , zi−1, σ, zi+1, . . . , zn) =
σ by µzi.s(z1, . . . , zn), 1 ≤ i ≤ n. This means that µzi.s is the least fixed point
solution of the system zi = s(z1, . . . , zi, . . . , zn); this system consists of one
equation only and its single variable is zi.

A distributive Σ-algebra 〈V, +, 0, Σ̄〉, V ⊆ A〈〈TΣ(X∪Z)〉〉 is called rationally
closed iff V is closed under scalar product and for all s ∈ V and z ∈ Z the
formal tree series µz.s is again in V . By definition, Arat〈〈TΣ(X ∪ Z)〉〉 is the
least rationally closed distributive Σ-algebra containing A〈TΣ(X∪Z)〉. Observe
that for each s ∈ Arat〈〈TΣ(X ∪ Z)〉〉 there exists an m ≥ 0 such that supp(s) ⊆
TΣ(X ∪ Zm).

We will prove that Arat〈〈TΣ(X ∪ Z)〉〉 = Arec〈〈TΣ(X ∪ Z)〉〉. Before proving
the main result of this section we apply a few results of the fixed point theory
of continuous functions to systems.

(1) The parameter identity. Let r ∈ A〈〈TΣ(X ∪ Y )〉〉 and denote r′ = µy.r,
y ∈ Y . Let yi 6= y and τi ∈ A〈〈TΣ(X ∪ (Y − {y}))〉〉, 1 ≤ i ≤ n. Then
r′[τ1/y1, . . . , τn/yn] = µy.(r[τ1/y1, . . . , τn/yn]).

(2) The Bekić-DeBakker-Scott rule. Consider the system yi = ri, 1 ≤ i ≤
n, ri ∈ A〈〈TΣ(X ∪ Y )〉〉 with variables y1, . . . , yn and m ∈ {1, . . . , n}. Let
(σm+1, . . . , σn) be the least solution of the system yi = ri, m + 1 ≤ i ≤
n. Furthermore, let (τ1, . . . , τm) be the least solution of the system yi =
ri[σm+1/ym+1, . . . , σn/yn], 1 ≤ i ≤ m. Then

(τ1, . . . , τm, σm+1[τ1/y1, . . . , τm/ym], . . . , σn[τ1/y1, . . . , τm/ym])

is the least solution of the original system yi = ri, 1 ≤ i ≤ n.
We first show that Arat〈〈TΣ(X ∪ Z)〉〉 is closed under substitution.

Theorem 4.2 Assume that s(z1, . . . , zn) and σj , 1 ≤ j ≤ n, are in Arat〈〈TΣ(X∪
Z)〉〉. Then s(σ1, . . . , σn) is again in Arat〈〈TΣ(X ∪ Z)〉〉.
Proof. The proof is by induction on the number of applications of the operations
ω̄ ∈ Σ̄, +, scalar product and µ to generate s(z1, . . . , zn) from polynomials.

(i) Let s(z1, . . . , zn) ∈ A〈TΣ(X ∪ Z)〉. Since s(σ1, . . . , σn) is generated from
σ1, . . . , σn by application of sum, ω̄ ∈ Σ̄ and scalar product, we infer that
s(σ1, . . . , σn) ∈ Arat〈〈TΣ(X ∪ Z)〉〉.

(ii) We only prove the case of the operator µ. Assume that, for 1 ≤ j ≤ n,
supp(s) ⊆ TΣ(X ∪ Zm) for some m ≥ 0. Choose a z = zk ∈ Z with k > m.
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Without loss of generality assume that s(z1, . . . , zn) = µz.r(z1, . . . , zn, z) (the
variable z is “bound”), where r(z1, . . . , zn, z) ∈ Arat〈〈TΣ(X∪Z)〉〉. By induction
hypothesis, we have r(σ1, . . . , σn, z) ∈ Arat〈〈TΣ(X∪Z)〉〉. Hence, s(σ1, . . . , σn) =
µz.r(σ1, . . . , σn, z) ∈ Arat〈〈TΣ(X ∪ Z)〉〉 by the parameter identity. 2

Theorem 4.3 (Bozapalidis [10], Section 5.) Arat〈〈TΣ(X ∪Z)〉〉 = Arec〈〈TΣ(X ∪
Z)〉〉.

Proof. (i) We show Arec〈〈TΣ(X ∪ Z)〉〉 ⊆ Arat〈〈TΣ(X ∪ Z)〉〉. The proof is by
induction on the number of variables of finite polynomial systems. We use the
following induction hypothesis: If τ = (τ1, . . . , τn), τi ∈ Arec〈〈TΣ(X ∪ Z)〉〉,
1 ≤ i ≤ n, is the least solution of a finite polynomial system zi = qi(z1, . . . , zn),
1 ≤ i ≤ n, with n variables z1, . . . , zn, where qi(z1, . . . , zn) ∈ A〈TΣ(X ∪ Z)〉
then τi ∈ Arat〈〈TΣ(X ∪ Z)〉〉.

(1) Let n = 1 and assume that s ∈ Arec〈〈TΣ(X ∪ Z)〉〉 is the least solution
of the finite polynomial system z1 = p(z1). Since p(z1) is a polynomial, s =
µz1.p(z1) ∈ Arat〈〈TΣ(X ∪ Z)〉〉.

(2) Consider the finite polynomial system zi = qi(z1, . . . , zn+1), 1 ≤ i ≤ n+1,
n ≥ 1. Let τ(z1) = (τ2(z1), . . . , τn+1(z1)), τi(z1) ∈ Arec〈〈TΣ(X ∪ Z)〉〉, 2 ≤ i ≤
n+1, be the least solution of the finite polynomial system zi = qi(z1, . . . , zn+1),
2 ≤ i ≤ n + 1. By our induction hypothesis we infer that τi(z1) ∈ Arat〈〈TΣ(X ∪
Z)〉〉. Since q1(z1, . . . , zn+1) is a polynomial, it is in Arat〈〈TΣ(X ∪ Z)〉〉. Hence,
by Theorem 4.2, p(z1) = q1(z1, τ2(z1), . . . , τn+1(z1)) is in Arat〈〈TΣ(X ∪ Z)〉〉.
This implies that µz1.p(z1) is in Arat〈〈TΣ(X ∪ Z)〉〉. Again by Theorem 4.2,
τi(µz1.p(z1)) ∈ Arat〈〈TΣ(X ∪ Z)〉〉, 2 ≤ i ≤ n + 1. By the Bekić-DeBakker-
Scott rule, (µz1.p(z1), τ2(µz1.p(z1)), . . . , τn+1(µz1.p(z1))) is the least solution of
the finite polynomial system zi = qi(z1, . . . , zn+1), 1 ≤ i ≤ n + 1. Hence, the
components of the least solution of zi = qi(z1, . . . , zn+1), 1 ≤ i ≤ n + 1, are in
Arat〈〈TΣ(X ∪ Z)〉〉.

(ii) We show that Arec〈〈TΣ(X ∪ Z)〉〉 is a rationally closed distributive Σ-
algebra that contains A〈TΣ(X ∪ Z)〉. This will imply Arat〈〈TΣ(X ∪ Z)〉〉 ⊆
Arec〈〈TΣ(X∪Z)〉〉. By Theorem 4.1 (with X∪Z instead of X), Arec〈〈TΣ(X∪Z)〉〉
is a distributive Σ-algebra closed under scalar product that contains A〈TΣ(X ∪
Z)〉. Hence, we have only to show that µz.s, s ∈ Arec〈〈TΣ(X ∪ Z)〉〉, is in
Arec〈〈TΣ(X ∪ Z)〉〉. Let (τ2(z1), . . . , τn+1(z1)) be the least solution of the finite
polynomial system zi = pi(z1, . . . , zn+1), 2 ≤ i ≤ n + 1, and take s = τ2(z1).
Consider now the finite polynomial system z1 = p2(z1), zi = pi(z1, . . . , zn+1),
2 ≤ i ≤ n + 1. Then, by the Bekić-DeBakker-Scott rule, µz1.τ2(z1) is the first
component of its least solution. 2

Analogous to the regular expressions (see Salomaa [54]) and to the ΣZ-
expressions (see Gécseg, Steinby [25]) we define now recognizable tree series
expressions. Assume that A, Σ, X, Z and U = {+, ·, µ, [, ]} are mutually disjoint.
A word E over A ∪ Σ ∪ X ∪ Z ∪ U is a recognizable tree series expression over
(A, Σ, X, Z) iff
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(i) E is a symbol of X ∪ Z, or

(ii) E is of one of the forms [E1 + E2], ω(E1, . . . , Ek), aE1, or µz.E1, where
E1, E2, . . . , Ek are recognizable tree series expressions over (A, Σ, X, Z),
ω ∈ Σk, k ≥ 0, a ∈ A, and z ∈ Z.

Each recognizable tree series expression E over (A, Σ, X, Z) denotes a formal
tree series |E| in A〈〈TΣ(X ∪ Z)〉〉 according to the following conventions:

(i) If E is in X ∪ Z then E denotes the tree series E, i. e., |E| = E.

(ii) For recognizable tree series expressions E1, . . . , Ek over (A, Σ, X, Z), ω ∈
Σk, k ≥ 0, a ∈ A, z ∈ Z, we define

|[E1 + E2]| = |E1| + |E2| ,
|ω(E1, . . . , Ek)| = ω̄(|E1|, . . . , |Ek|) ,
|aE1| = a|E1| ,
|µz.E1| = µz.|E1| .

Let Φ1 and Φ2 be mappings from the set of recognizable tree series expressions
over (A, Σ, X, Z) into the set of finite subsets of X ∪ Z defined by

(i) Φ1(x) = ∅, Φ2(x) = {x}, x ∈ X ,
Φ1(z) = {z}, Φ2(z) = ∅, z ∈ Z.

(ii) Φj([E1 + E2]) = Φj(E1) ∪ Φj(E2),
Φj(ω(E1, . . . , Ek)) = Φj(E1) ∪ . . . ∪ Φj(Ek),
Φj(aE1) = Φj(E1),
Φj(µz.E1) = Φj(E1) − {z}, j = 1, 2
for recognizable tree series expressions E1, E2, . . . , Ek over (A, Σ, X, Z),
ω ∈ Σk, k ≥ 0, a ∈ A, and z ∈ Z.

Given a recognizable tree series expression E over (A, Σ, X, Z), Φ1(E) ⊆ Z
contains the “free variables” of E, while Φ2(E) ⊆ X contains the used symbols of
the leaf alphabet X . This means that |E| is a formal tree series in A〈〈TΣ(Φ2(E)∪
Φ1(E))〉〉. Theorem 4.3 and the above definitions yield some corollaries.

Corollary 4.4 A tree series s is in Arat〈〈TΣ(X∪Z)〉〉∩A〈〈TΣ(Φ2(E)∪Φ1(E))〉〉
iff there exists a recognizable tree series expression E over (A, Σ, X, Z) such that
s = |E|.
Corollary 4.5 A tree series s is in Arat〈〈TΣ(X∪Z)〉〉∩A〈〈TΣ(Φ2(E))〉〉 iff there
exists a recognizable tree series expression E over (A, Σ, X, Z) such that s = |E|,
where Φ1(E) = ∅.
Corollary 4.6 A tree series s is in Arec〈〈TΣ(Φ2(E))〉〉 iff there exists a rec-
ognizable tree series expression E over (A, Σ, X, Z) such that s = |E|, where
Φ1(E) = ∅.
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Observe that our Corollary 4.4 is stronger than “Kleene’s Theorem” of Boza-
palidis [10], Section 5, since we can use our Theorem 4.2 and do not need “clo-
sure under substitution” in the definition of an rationally closed distributive
Σ-algebra.

We summarize our results in a Kleene-like theorem (see Bozapalidis [10]).

Theorem 4.7 The following statements on a power series r ∈ A〈〈TΣ(X)〉〉 are
equivalent:

(i) r is a component of the least solution of a finite polynomial system;

(ii) r is the behavior of a finite polynomial tree series automaton;

(iii) there exists a recognizable tree series expression E over (A,Σ, X, Z), where
φ1(E) = ∅, such that r = |E|.

Proof. By Corollary 3.6 and Theorem 4.3. 2

In the characterization of the recognizable tree languages, Gécseg, Steinby [25]
use the following closure operation for a tree language r(y1, . . . , yn, y) ∈
B〈〈TΣ(X ∪ {y1, . . . , yn, y})〉〉, y = yn+1:

r0,y(y1, ... , yn, y)= {y},
rj+1,y(y1, ... , yn, y)= r(y1, ... , yn, rj,y(y1, ... , yn, y)) ∪ rj,y(y1, ... , yn, y), j ≥ 0,

r∗y(y1, ... , yn, y)=
⋃

j≥0 rj,y(y1, ... , yn, y).

(Here we use the isomorphism between P(TΣ(Y )) and B〈〈TΣ(Y )〉〉.) Consider
now the finite polynomial system over B with just one variable y0

y0 = r(y1, . . . , yn, y0) + y.

Using the equality

rj+1,y(y1, . . . , yn, y) = r(y1, . . . , yn, rj,y(y1, . . . , yn, y)) + y, j ≥ 0,

an easy proof by induction on the elements of the approximation sequence shows
that its least solution is given by r∗y(y1, . . . , yn, y). Hence, µy0.(r(y1, ... , yn, y0)+
y) = r∗y(y1, . . . , yn, y).

Bozapalidis [10] had the idea to replace µy0.(r(y1, . . . , yn, y0) + y) by
µy.r(y1, . . . , yn, y). (For context-free languages, Gruska [30] used implicitely
this closure operator; see Kuich [37].) We have used this closure operator of
Bozapalidis [10] in our paper. The essential difference of the two closure opera-
tors is that r∗y(y1, . . . , yn, y) ∈ B〈〈TΣ(X∪Yn∪{y})〉〉, while µy.r(y1, . . . , yn, y) ∈
B〈〈TΣ(X ∪ Yn)〉〉.

By the parameter identity we can even say more:

µy.r(y1, . . . , yn, y) = r∗y(y1, . . . , yn, 0).
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Hence, our interpretation of a recognizable tree series expression over (B, Σ, X, Z)
that is given below is different from that by Gécseg, Steinby [25].

Each recognizable tree series expression E over (B, Σ, X, Z) denotes a tree
language |E| ⊆ TΣ(X ∪ Z) according to the following conventions (expressions
of the form 0E1, 1E1 are not needed):

(i) The tree language denoted by x ∈ X is {x}.
(ii) The tree language denoted by z ∈ Z is {z}.
(iii) For recognizable tree series expressions E1, E2, . . . , Ek over (B, Σ, X, Z),

ω ∈ Σk, k ≥ 0, and z ∈ Z,

|[E1 + E2]| = |E1| ∪ |E2|,
|ω(E1, . . . , Ek)| = ω̄(|E1|, . . . , |Ek|),

|µz.E1| = µz.|E1|.

In the next theorem we use the notation of Gécseg, Steinby [25].

Theorem 4.8 The following statements on a tree language L ⊆ TΣ(X) are
equivalent:

(i) L is generated by a regular ΣX-grammar;

(ii) L is recognized by a nondeterministic finite root-to-frontier ΣX-recognizer;

(iii) L = |E|, where E is a recognizable tree series expression over (B, Σ, X, Z)
and φ1(E) = ∅.

Observe that Theorem 4.8 is stronger than Proposition 9.3 (Kleene’s Theorem)
of Gécseg, Steinby [25], since we do not need “closure under substitution” for
our tree expressions over (B, Σ, X, Z).

Example 4.1. Let Σ = Σ0∪Σ1∪Σ2, Σ0 = {c, d}, Σ1 = {g}, Σ2 = {f}, z, z1 ∈ Z
and consider the recognizable tree series expression [g(c)+µz1.[f(c, z1)+z]] over
(B, Σ, X, Z). It denotes

|[g(c)+µz1.[f(c, z1)+z]]| = g(c)+z+f(c, z)+f(c, f(c, z))+f(c, f(c, f(c, z)))+. . .

Moreover,

|[g(c) + µz1.[f(c, z1) + d]]| = |[g(c) + µz1.[f(c, z1) + z]]|[d/z1] .

Compare this with the second paragraph on page 21 of Gécseg, Steinby [24]. 2

26



5 Pushdown tree automata, algebraic tree sys-

tems, and a Kleene Theorem

In this section we consider pushdown tree automata and algebraic tree systems.
Moreover, we prove a Kleene Theorem due to Bozapalidis [11].

Guessarian [32] introduced the notion of a (top-down) pushdown tree auto-
maton and showed that these pushdown tree automata recognize exactly the
class of context-free tree languages. Here a tree language is called context-free
iff it is generated by a context-free tree grammar. Moreover, she showed that
pushdown tree automata are equivalent to restricted pushdown tree automata,
i. e., to pushdown automata, whose pushdown store is linear.

Kuich [43] generalized these results of Guessarian [32] to formal tree series.
He defined pushdown tree automata whose behaviors are formal tree series and
showed that the class of behaviors of these pushdown tree automata coincides
with the class of algebraic tree series. Here a tree series is called algebraic iff it
is the initial component of the least solution of an algebraic tree system with
initial function variable. These algebraic tree systems are a generalization of the
context-free tree grammars (see Rounds [51] and Gécseg, Steinby [25]). They
are a particular instance of the second-order systems of Bozapalidis [11]. The
presentation follows Kuich [43].

A pushdown tree automaton (with input alphabet Σ and leaf alphabet X)
over the semiring A

P = (Q, Γ, Z, Y, M, S, p0, P )

is given by

(i) a finite nonempty set Q of states ;

(ii) a finite ranked alphabet Γ = Γ0 ∪ Γ1 ∪ . . . ∪ Γm̄ of pushdown symbols;

(iii) a finite alphabet Z = {z1, . . . , zm̄} of pushdown variables ;

(iv) a finite alphabet Y = {y1, . . . , yk} of variables;

(v) a pushdown tree transition matrix M of order k;

(vi) S ∈ (A〈TΣ(X ∪ Y1)〉)1×Q, called the initial state vector ;

(vii) p0 ∈ Γ0, called the initial pushdown symbol ;

(viii) a finite family P = (Pg(z1,...,zm) | g ∈ Γm, 0 ≤ m ≤ m̄) of final state

vectors Pg(z1,...,zm) ∈ (A〈TΣ(X)〉)Q×1, g ∈ Γm, 0 ≤ m ≤ m̄.

Here a pushdown tree transition matrix of order k is a matrix

M ∈ ((A〈TΣ(X ∪ Yk)〉)Q×Qk

)TΓ(Z)×TΓ(Z)k

which satisfies the following two conditions:
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(i) for all t, t1, . . . , tk ∈ TΓ(Z)

Mt,(t1,...,tk) =




∑
Mg(z1,...,zm),(v1(z1,...,zm),...,vk(z1,...,zm))

where the sum extends over all v1, . . . , vk ∈ TΓ(Zm),
such that tj = vj(u1, . . . , um), 1 ≤ j ≤ k,

if t = g(u1, . . . , um), g ∈ Γm, u1, . . . , um ∈ TΓ(Zm) ;
0 , otherwise .

(ii) M is row finite, i. e., for each g ∈ Γm, 0 ≤ m ≤ m̄, there exists only finitely
many blocks Mg(z1,...,zm),(v1,...,vk), where v1, . . . , vk ∈ TΓ(Zm), that are
unequal to zero;

Observe that if the root of t is labeled by g ∈ Γm, then Mt,(t1,...,tk) 6= 0 implies
t, t1, . . . , tk ∈ TΓ(Zm).

Intuitively, the definition of the pushdown tree transition matrix means that
the action of the pushdown tree automaton with tree t = g(u1, . . . , um) on its
pushdown tape depends only on the label g of the root of t. Observe that a
pushdown tree transition matrix of order k is defined by its finitely many nonnull
blocks of the form Mg(z1,...,zm),(v1,...,vk), g ∈ Γm.

Let now ZQ = {(zi)q | 1 ≤ i ≤ m̄, q ∈ Q} be an alphabet of variables
and denote Zm

Q = {(zi)q | 1 ≤ i ≤ m, q ∈ Q}, 1 ≤ m ≤ m̄, Z0
Q = ∅. Define

F ∈ ((A〈TΣ(X ∪ ZQ)〉)Q×1)TΓ(Z)×1 by its entries as follows:

(i) (Ft)q = (Pg(z1,...,zm))q if t = g(u1, . . . , um), g ∈ Γm, 0 ≤ m ≤ m̄,
u1, . . . , um ∈ TΓ(Zm), q ∈ Q;

(ii) (Fzi)q = (zi)q, 1 ≤ i ≤ m̄, q ∈ Q;

(iii) (Ft)q = 0, otherwise.

Hence, Fzi , 1 ≤ i ≤ m̄, is a column vector of dimension Q whose q-entry, q ∈ Q,
is the variable (zi)q.

The approximation sequence (τ j | j ∈ N), τ j ∈ ((A〈TΣ(X∪ZQ)〉)Q×1)TΓ(Z)×1,
j ≥ 0, associated with P is defined as follows:

τ0 = 0, τ j+1 = M(τ j , . . . , τ j) + F, j ≥ 0 .

This means that, for all t ∈ TΓ(Z), the block vectors τ j
t of τ j are defined by

τ0
t = 0, τ j+1

t =
∑

t1,...,tk∈TΓ(Z)

Mt,(t1,...,tk)(τ
j
t1 , . . . , τ

j
tk

) + Ft, j ≥ 0 .

Moreover, for all t ∈ TΓ(Z), q ∈ Q,

(τ0
t )q = 0 ,

(τ j+1
t )q =

∑
t1,...,tk∈TΓ(Z)

∑
q1,...,qk∈Q

(Mt,(t1,...,tk))q,(q1,...,qk)((τ
j
t1)q1 , . . . , (τ

j
tk

)qk
) + (Ft)q j ≥ 0 .
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Hence, for all g ∈ Γm, 0 ≤ m ≤ m̄, and all u1, . . . , um ∈ TΓ(Zm), we obtain,
for all j ≥ 0,

τ j+1
g(u1,...,um) =

∑
v1,...,vk∈TΓ(Zm)

Mg(z1,...,zm),(v1,...,vk)(τ
j
v1(u1,...,um), . . . , τ

j
vk(u1,...,um))

+Pg(z1,...,zm)

and
τ j+1
zi

= Fzi , zi ∈ Z .

Let τ ∈ ((A〈〈TΣ(X ∪ ZQ)〉〉)Q×1)TΓ(Z)×1 be the least upper bound of the
approximation sequence associated with P. Then the behavior ||P|| of the
pushdown tree automaton P is defined by

||P|| = S(τp0) =
∑
q∈Q

Sq((τp0)q) .

Observe that ||P|| is a tree series in A〈〈TΣ(X)〉〉. Furthermore, observe that
(τt)q ∈ A〈〈TΣ(X∪ZQ)〉〉, t ∈ TΓ(Z), q ∈ Q, induces a mapping from (A〈〈TΣ(X∪
ZQ)〉〉)m̄|Q| into A〈〈TΣ(X ∪ ZQ)〉〉.

We now construct a polynomial tree automaton A that is “isomorphic” to the
pushdown tree automaton P. Let M̂ ∈ (A〈TΣ(X ∪ Yk)〉)(TΓ(Z)×Q)×(TΓ(Z)×Q)k

and F̂ ∈ (A〈TΣ(X ∪ ZQ)〉)(TΓ(Z)×Q)×1 be the isomorphic copies of M and F ,
respectively. Observe that M̂ is row finite. Furthermore define Ŝ ∈ (A〈TΣ(X ∪
Y1)〉)1×(TΓ(Z)×Q) by Ŝ(p0,q) = Sq, Ŝ(t,q) = 0, t 6= p0, q ∈ Q. Specify the
polynomial tree automaton A with input alphabet Σ and leaf alphabet X ∪ZQ

by
A = (TΓ(Z) × Q, M̂, Ŝ, F̂ ) .

Then it is clear that ||A|| = ||P||, i. e., our pushdown tree automaton fits
into the general definition of a polynomial tree automaton. But for techni-
cal reasons, we prefer to work with the transition matrix M in ((A〈TΣ(X ∪
Yk)〉)Q×Qk

)TΓ(Z)×TΓ(Z)k

and with the final state vector F in ((A〈TΣ(X∪ZQ)〉)Q×1)TΓ(Z)×1.
Clearly, this means that all notions concerning tree automata (e. g., simple

tree automata) are also notions for pushdown tree automata.
Observe that we have adapted the definition of a pushdown tree automaton

as given in Kuich [43] to fit into our general definition of a polynomial tree
automaton.

Consider now the polynomial system constructed from A as in the proof of
Theorem 3.3 and transfer it isomorphically to a system that “belongs” to P,
i. e.,

y = M(y, . . . , y) + F . (∗)
Here y ∈ ({(yt)q | t ∈ TΓ(Z), q ∈ Q}Q×1)TΓ(Z)×1 is a vector of variables (yt)q,
t ∈ TΓ(Z), q ∈ Q, such that (yt)q is the t-q-entry of y.
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The equations of the linear system (∗) are, in block notation, for t ∈ TΓ(Z),

yt =
∑

t1,...,tk∈TΓ(Z)

Mt,(t1,...,tk)(yt1 , . . . , ytk
) + Ft ,

where yt is a Q × 1-vector, whose q-entry is the variable (yt)q, q ∈ Q; and for
t ∈ TΓ(Z), q ∈ Q,

(yt)q =
∑

t1,...,tk∈TΓ(Z)

∑
q1,...,qk∈Q

(Mt,(t1,...,tk))q,(q1,...,qk)((yt1)q1 , . . . , (ytk
)qk

) + (Ft)q .

Hence, for all g ∈ Γm, 0 ≤ m ≤ m̄, and all u1, . . . , um ∈ TΓ(Zm), the equations
in matrix notation are

yg(u1,...,um) =
∑

v1,...,vk∈TΓ(Zm)

Mg(z1,...,zm),(v1,...,vk)(yv1(u1,...,um), . . . , yvk(u1,...,um))
+Pg(z1,...,zm) .

and, for zi ∈ Z,
yzi = Fzi .

Here vi(u1, . . . , um), 1 ≤ i ≤ k, denotes vi[uj/zj , 1 ≤ j ≤ m]. The least
solution of this polynomial system is the least upper bound of the approximation
sequence associated with P.

An example will illustrate the notions connected with pushdown tree au-
tomata. This example is already given in Kuich [43].

Example 5.1. (Guessarian [32], Example 3). The pushdown tree automaton M
of Example 3 of Guessarian [32] is specified by our concepts as follows: The
input alphabet is F = {b, c1, c2}, rank(b) = 2, rank(ci) = 0, i = 1, 2; X is
the empty set. P = (Q, Π, {z}, {y1, y2}, M, S, Z0, P ), where Q = {q0, q1, q2},
Π = {G, C, Z0}, rank(G) = 1, rank(C) = rank(Z0) = 0, P = (PC , PZ0 , PG(z)),
and M is defined by

(0) (MZ0,G(C))q0,q0 = y1,

(1) (MG(z),G(G(z)))q0,q0 = y1,

(2) (MG(z),(z,z))q0,(q1,q2) = b(y1, y2),

(3) (MG(z),(z,z))qi,(qi,qi) = b(y1, y2), i = 1, 2,

(4) (PC)qi = ci, i = 1, 2.

All other entries of the Z0, C and G(z) block row of M1 and M2 are zero;
moreover, (PC)q0 = 0 and PZ0 = 0, PG(z) = 0; furthermore, Sq0 = y1, Sq1 =
Sq2 = 0.
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The important entries of the vectors of the approximation sequence associ-
ated with P are defined as follows for all u ∈ TΠ({z}) and j ≥ 0:

(τ j+1
Z0

)q0 = (τ j
G(C))q0 , (τ j+1

Z0
)qi = 0, i = 1, 2 ;

(τ j+1
C )q0 = 0, (τ j+1

C )qi = ci, i = 1, 2 ; (τ j+1
z )qi = zqi , i = 0, 1, 2 ;

(τ j+1
G(u))q0 = (τ j

G(G(u)))q0 + b((τ j
u)q1 , (τ j

u)q2) ,

(τ j+1
G(u))qi = b((τ j

u)qi , (τ j
u)qi), i = 1, 2 .

Let Gk(C) ∈ TΠ(∅) be defined by G0(C) = C, Gk+1(C) = G(Gk(C)), k ≥ 0,
and consider the equations for Gk(C), k ≥ 0, j ≥ 0, i = 1, 2:

(τ j+1
G0(C))q0 = 0, (τ j+1

G0(C))qi = ci ;

(τ j+1
Gk(C)

)q0 = (τ j
Gk+1(C)

)q0 + b((τ j
Gk−1(C)

)q1 , (τGk−1(C))q2) ,

(τGk(C))qi = b((τ j
Gk−1(C)

)qi , (τGk−1(C))qi ) .

Let τ = sup(τ j | j ∈ N). Then, for k ≥ 1, i = 1, 2,

(τG0(C))q0 = 0, (τG0(C))qi = ci ;

(τGk(C))q0 = (τGk+1(C))q0 + b((τGk−1(C))q1 , (τGk−1(C))q2) ,

(τGk(C))qi = b((τGk−1(C))qi , (τGk−1(C))qi ) .

Hence (τGk(C) | k ≥ 0) is the least solution of the polynomial system

(z0)q0 = 0, (z0)qi = ci, i = 1, 2 ;

(zk)q0 = (zk+1)q0 + b((zk−1)q1 , (zk−1)q2), k ≥ 1 ,

(zk)qi = b((zk−1)qi , (zk−1)qi), i = 1, 2, k ≥ 1 .

By Theorem 3.2, (τGk(C) | k ≥ 0) is also the least solution of the system

(z0)q0 = 0, (z0)qi = ci, i = 1, 2 ;

(zk)q0 =
∑

j≥k−1 b((zj)q1 , (zj)q2), k ≥ 1 ,

(zk)qi = b((zk−1)qi , (zk−1)qi), i = 1, 2, k ≥ 1 .

This system is proper and has the unique solution (τGk(C) | k ≥ 0). Observe
that this system is not polynomial.

Define now the trees tji ∈ TF (∅), i = 1, 2, j ≥ 0, by

t0i = ci, tj+1
i = b(tji , t

j
i ), i = 1, 2, j ≥ 0 .

Let

(sk)q0 =
∑

j≥k−1

b(tj1, t
j
2), (sk)qi = tki , k ≥ 1, (s0)q0 = 0, (s0)qi = ci, i = 1, 2 .
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Then ((sk)qi | k ≥ 0, i = 0, 1, 2) is a solution of this proper system and, hence,
(sk)qi = (τGk(C))qi , k ≥ 0, i = 0, 1, 2. Since ||P|| = (τZ0)q0 = (τG(C))q0 , we infer
that ||P|| = (s1)q0 =

∑
j≥0 b(tj1, t

j
2).

This example indicates also a method to prove in a mathematically rigorous
manner that the behavior of a pushdown tree automaton equals a certain formal
tree series. 2

We now will refer to a result for pushdown tree automata that is analogous to
Theorem 6.2 of Kuich [36] for pushdown automata. Intuitively, it states that the
computations of the pushdown tree automaton governed by a pushdown tape
with contents t(u1, . . . , um) (i. e., τt(u1,...,um)), where t(z1, . . . , zm) ∈ TΓ(Zm)
and ui ∈ TΓ(Zm), 1 ≤ i ≤ m, are the same as the computations governed
by a pushdown tape with contents t(z1, . . . , zm) (i. e., τt(z1,...,zm)) applied to
the computations governed by pushdown tapes with contents u1, . . . , um (i. e.,
τt(z1,...,zm)[τui/Fzi , 1 ≤ i ≤ m]).

Theorem 5.1 Let τ be the least solution of the polynomial linear system (∗).
Then, for all t(z1, . . . , zm) ∈ TΓ(Zm), 1 ≤ m ≤ m̄, and ui ∈ TΓ(Zm), 1 ≤ i ≤ m,

τt(u1,...,um) = τt(z1,...,zm)[τui/Fzi , 1 ≤ i ≤ m] .

We now introduce algebraic tree systems. The definitions follow Kuich [43].
Let Φ = {G1, . . . , Gn}, Φ ∩ Σ = ∅, be a finite ranked alphabet of function
variables, where Gi has rank ri, 1 ≤ i ≤ n, and m̄ = max{ri | 1 ≤ i ≤ n}.

Let D = A〈〈TΣ(X ∪Zr1)〉〉 × . . .×A〈〈TΣ(X ∪Zrn)〉〉 and consider tree series
si ∈ A〈〈TΣ∪Φ(X ∪ Zri)〉〉, 1 ≤ i ≤ n. Then each si induces a function s̄i : D →
A〈〈TΣ(X ∪ Zri)〉〉. For (τ1, . . . , τn) ∈ D, we define inductively s̄i(τ1, . . . , τn) to
be

(i) zm if si = zm, 1 ≤ m ≤ ri; x if si = x, x ∈ X ;

(ii) ω̄(t̄1(τ1, . . . , τn), . . . , t̄r(τ1, . . . , τn)) if si = ω(t1, . . . , tr), ω ∈ Σr,
t1, . . . , tr ∈ TΣ∪Φ(X ∪ Zri);

(iii) τj(t̄1(τ1, . . . , τn), . . . , t̄rj (τ1, . . . , τn)) if si = Gj(t1, . . . , trj ), Gj ∈ Φ,
t1, . . . , trj ∈ TΣ∪Φ(X ∪ Zri);

(iv) at̄(τ1, . . . , τn) if si = at, a ∈ A, t ∈ TΣ∪Φ(X ∪ Zri);

(v)
∑

j∈J r̄j(τ1, . . . , τn) if si =
∑

j∈J rj , rj ∈ A〈〈TΣ∪Φ(X ∪ Zri)〉〉, j ∈ J , for
an arbitrary index set J .

The mappings s̄i, 1 ≤ i ≤ n, and the mapping s̄ : D → D, where s̄ =
〈s̄1, . . . , s̄k〉 are continuous. This can be shown for si ∈ TΣ∪Φ(X ∪ Zr) by
induction on the structure of si. The case that si is of the form Gj(t1, . . . , trj )
follows from the continuity of substitution as shown by Proposition 2.6. Since
scalar multiplication is continuous, it follows now that each si = at, where
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a ∈ A and t ∈ TΣ∪Φ(X ∪ Zr) also induces a continuous function. The general
case si ∈ A〈〈TΣ∪Φ(X∪Zr)〉〉 can now be handled using the fact that summations
preserve least upper bounds of directed sets. Hence, s̄ has a least fixed point
in D. (See also Lemmas 4.24 and 4.3 of Guessarian [31]; Lemmas 3.1 and 3.2
of Engelfriet, Schmidt [20]; Bloom, Ésik [6]; Ésik [21].) In certain situations,
formulae are easier to read if we use the notation si[τ1/G1, . . . , τn/Gn] instead
of the notation s̄i(τ1, . . . , τn).

An algebraic tree system S = (Φ, Z, Σ, E) (with function variables in Φ,
variables in Z and terminal symbols in Σ) has a set E of formal equations

Gi(z1, . . . , zri) = si(z1, . . . , zri), 1 ≤ i ≤ n ,

where each si is in A〈TΣ∪Φ(X ∪ Zri)〉. A solution to the algebraic tree system
S is given by (τ1, . . . , τn) ∈ D such that τi = s̄i(τ1, . . . , τn), 1 ≤ i ≤ n, i. e., by
any fixed point (τ1, . . . , τn) of s̄ = 〈s̄1, . . . , s̄n〉. A solution (σ1, . . . , σn) of the
algebraic tree system S is called least solution iff σi v τi, 1 ≤ i ≤ n, for all
solutions (τ1, . . . , τn) of S. Since the least solution of S is nothing else than the
least fixed point of s̄ = 〈s̄1, . . . , s̄n〉, the least solution of the algebraic system S
exists in D. (See Wechler [59], Section 1.5.)

Theorem 5.2 Let S = (Φ, Z, Σ, {Gi = si | 1 ≤ i ≤ n}) be an algebraic tree
system, where si ∈ A〈TΣ∪Φ(X ∪ Zri)〉. Then the least solution of this algebraic
tree system S exists in D and equals

fix(s̄) = sup(s̄j(0) | j ∈ N) ,

where s̄j is the j-th iterate of the mapping s̄ = 〈s̄1, . . . , s̄n〉 : D → D.

Theorem 5.2 indicates how we can compute an approximation to the least solu-
tion of an algebraic tree system. The approximation sequence (τ j | j ∈ N), where
each τ j ∈ D, associated with the algebraic tree system S = (Φ, Z, Σ, {Gi = si |
1 ≤ i ≤ n}) is defined as follows:

τ0 = 0, τ j+1 = s̄(τ j), j ∈ N .

Clearly, the least solution fix(s̄) of S is equal to sup(τ j | j ∈ N). An algebraic
tree system S = (Φ, Z, Σ, {Gi = si | 0 ≤ i ≤ n}, G0) (with function variables in
Φ = {G0, G1, . . . , Gn}, variables in Z, terminal symbols in Σ) with initial func-
tion variable G0 is an algebraic tree system (Φ, Z, Σ, {Gi = si | 0 ≤ i ≤ n}) such
that G0 has rank 0. Let (τ0, τ1, . . . , τn) be the least solution of (Φ, Z, Σ, {Gi =
si | 0 ≤ i ≤ n}). Then τ0 is called the initial component of the least solution.
Observe that τ0 ∈ A〈〈TΣ(X)〉〉 contains no variables of Z.

Our algebraic tree systems are second-order systems in the sense of Boza-
palidis [11] and are a generalization of the context-free tree grammars. (See
Rounds [51], and Engelfriet, Schmidt [20], especially Theorem 3.4.)
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A tree series in A〈〈TΣ(X)〉〉 is called algebraic iff it is the initial component of
the least solution of an algebraic tree system with initial function variable. The
collection of all these initial components is denoted by Aalg〈〈TΣ(X)〉〉. There is no
restriction of the alphabets Σ and X in the definiton of an algebraic tree series,
i. e., they may be infinite. This is due to the fact that, for s ∈ Aalg〈〈TΣ(X)〉〉 there
exist finite alphabets Σ′ and X ′, Σ′ ⊆ Σ, X ′ ⊆ X , such that supp(s) ⊆ TΣ′(X ′).
Moreover,

Aalg〈〈TΣ(X)〉〉 =
⋃

Σ′⊆Σ finite, X′⊆X finite

Aalg〈〈TΣ′(X ′)〉〉 .

Given a pushdown tree automaton P = (Q, Γ, Z, Y, M, S, p0, P ), we now
construct an equivalent algebraic tree system S = (Φ, ZQ, Σ, E, y0) with ini-
tial function variable y0. (The construction follows Kuich [43].) Here Φ =
{y0} ∪ {(yg(z1,...,zm))q | g ∈ Γm, 0 ≤ m ≤ m̄, q ∈ Q}. The function variable
(yg(z1,...,zm))q, g ∈ Γm, 0 ≤ m ≤ m̄, q ∈ Q, has the rank m|Q|. By definition,
the Q × 1-vector yg(z1,...,zm), g ∈ Γm, 0 ≤ m ≤ m̄, is the column vector with
q-component (yg(z1,...,zm))q, q ∈ Q.

For the specification of the formal equations in E we have to introduce, for
t ∈ TΓ(Zm), 1 ≤ m ≤ m̄, vectors ŷt in (TΦ(Zm

Q ))Q×1 as follows:

ŷg(u1,...,um) = yg(z1,...,zm)(ŷu1 , . . . , ŷum) ,

g ∈ Γm, u1, . . . , um ∈ TΓ(Zm), 1 ≤ m ≤ m̄ ;

ŷg = yg, g ∈ Γ0 ; (ŷzi)q = (zi)q, 1 ≤ i ≤ m̄, q ∈ Q .

Written componentwise, the first equation reads

(ŷg(u1,...,um))q = (yg(z1,...,zm))q((ŷui)q′ , 1 ≤ i ≤ m, q′ ∈ Q)

for g ∈ Γm, u1, . . . , um ∈ TΓ(Zm), 1 ≤ m ≤ m̄, q ∈ Q. Observe that

(ŷg(z1,...,zm))q = (yg(z1,...,zm))q((zi)q′ , 1 ≤ i ≤ m, q′ ∈ Q)

for g ∈ Γm, 1 ≤ m ≤ m̄, q ∈ Q. Observe further that yg(z1,...,zm)(ŷu1 , . . . , ŷum)
means yg(z1,...,zm)[ŷui/Fzi , 1 ≤ i ≤ m] and (yg(z1,...,zm))q((ŷi)q′ , 1 ≤ i ≤ m, q′ ∈
Q) means (yg(z1,...,zm))q[(ŷi)q′/(zi)q′ , 1 ≤ i ≤ m, q′ ∈ Q]. The formal equations
in E are now given in matrix notation:

y0 = S(yp0) ,

yg(z1,...,zm)((zi)q′ , 1 ≤ i ≤ m, q′ ∈ Q) =

(
∑

1≤k≤k̄ Mk(ŷ, . . . , ŷ) + F )g(z1,...,zm) =∑
1≤k≤k̄

∑
t1,...,tk∈TΓ(Zm)(Mk)g(z1,...,zm),(t1,...,tk)(ŷt1 , . . . , ŷtk

) + Pg(z1,...,zm),

g ∈ Γm, 0 ≤ m ≤ m̄ .
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We now give explicitely the formal equations, except the first one, with index q ∈
Q. Observe that indexing by q ∈ Q is needed only in examples. In theoretical
considerations, we save the indexing by states q, q1, . . . , qn, i. e., we use the form
given above.

(yg(z1,...,zm))q((zi)q′ , 1 ≤ i ≤ m, q′ ∈ Q) =∑
1≤k≤k̄

∑
t1,...,tk∈TΓ(Zm)

∑
q1,...,qk∈Q

((Mk)g(z1,...,zm),(t1,...,tk))q,(q1,...,qk)((ŷt1)q1 , . . . , (ŷtk
)qk

) + (Pg(z1,...,zm))q ,
g ∈ Γm, 0 ≤ m ≤ m̄, q ∈ Q .

We denote this system of formal equations by (∗∗).
The next theorem is a key result for proving the equivalence of pushdown

tree automata and algebraic tree systems with initial function variable.

Theorem 5.3 If τ is the least solution of the polynomial linear system (∗) then
(τg(z1,...,zm) | g ∈ Γm, 0 ≤ m ≤ m̄) is the least solution of the algebraic tree
system (∗∗).
Corollary 5.4 The initial component of the least solution of the algebraic tree
system S coincides with ||P||.
Corollary 5.5 The behavior of a pushdown tree automaton is an algebraic tree
series.

Example 5.1 (continued). We now construct step-by-step for the pushdown tree
automaton P the algebraic tree system S with initial function variable such
that ||P|| is the initial component of its least solution. We first consider the
linear system (∗) written in the form

ŷ = M(ŷ, ŷ) + F

and write down explicitely the equations for ŷG(z), ŷZ0 and ŷC :

(ŷG(z))q0 = (ŷG(G(z)))q0 + b((ŷz)q1 , (ŷz)q2),
(ŷG(z))qi = b((ŷz)qi , (ŷz)qi), i = 1, 2,
(ŷZ0)q0 = (ŷG(C))q0 , (ŷZ0)qi = 0, i = 1, 2,
(ŷC)q0 = 0, (ŷC)qi = ci, i = 1, 2 .

Now we express the components of ŷ by yG(z), yZ0 and yC ; and obtain the
algebraic system (∗∗):

(yG(z))q0(zq0 , zq1 , zq2) = (yG(z))q0((yG(z))q0(zq0 , zq1 , zq2),
(yG(z))q1(zq0 , zq1 , zq2), (yG(z))q2(zq0 , zq1 , zq2)) + b(zq1 , zq2),

(yG(z))qi(zq0 , zq1 , zq2) = b(zqi , zqi), i = 1, 2,
(yZ0)q0 = (yG(z))q0 ((yC)q0 , (yC)q1 , (yC)q2),
(yZ0)qi = 0, i = 1, 2,
(yC)q0 = 0,
(yC)qi = ci, i = 1, 2.
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The algebraic tree system S = (Φ, Z, F, E, y0) is now specified by
Φ = {(yG(z))qi , (yZ0)qi , (yC)qi | i = 0, 1, 2} ∪ {y0}, where the ranks of (yG(z))qi ,
(yZ0)qi , (yC)qi are 3, 0, 0, respectively, for i = 0, 1, 2;
Z = {zq0 , zq1 , zq2};
E is the set of equations specified above augmented by the additional equation
y0 = (yZ0)q0 .

Observe that the construction of P from S is essentially the same construc-
tion as given by Guessarian [32] in her proof of Theorem 1. 2

The converse of Corollary 5.5 can be proved and yields the main result of
Kuich [43]. It is also the main result of this section.

Corollary 5.6 The following statements on a formal tree series s in A〈〈TΣ(X)〉〉
are equivalent:

(i) s is an algebraic tree series;

(ii) s is the behavior of a pushdown tree automaton;

(iii) s is the behavior of a simple pushdown tree automaton with one initial
state of weight 1.

If our basic semiring is N
∞, i. e., if we consider tree series in N

∞〈〈TΣ(X)〉〉,
we can draw some stronger conclusions.

Let G = (Φ, Z, Σ, R) be a context-free tree grammar, where Φ = {G1, . . . , Gn}
and R is the set of rules

Gi(z1, . . . , zri) → tji , 1 ≤ j ≤ ni, 1 ≤ i ≤ n .

Denote by di(t), 1 ≤ i ≤ n, the number (possibly ∞) of distinct leftmost
derivations of t ∈ TΣ(X ∪ Zri) with respect to G and starting from Gi. Let
S = (Φ, Z, Σ, E) be an algebraic tree system, where E is the set of formal
equations

Gi(z1, . . . , zri) =
∑

1≤j≤ni

tji , 1 ≤ i ≤ n .

Then there exists the following theorem.

Theorem 5.7 (Bozapalidis [11], Theorem 11 ii)) Let G = (Φ, Z, Σ, R) and
S = (Φ, Z, Σ, E) be the context-free tree grammar and the algebraic tree system,
respectively, considered above. Let di(t), 1 ≤ i ≤ n, be the number (possibly ∞)
of distinct leftmost derivations of t ∈ TΣ(X∪Zri) with respect to G and starting
from Gi. Then the least solution of S is given by

(
∑

t∈TΣ(X∪Zri
)

di(t)t | 1 ≤ i ≤ n) .

Theorems 5.7, 3.1 and Corollary 5.6 yield the following theorem.
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Theorem 5.8 Let d : TΣ(X) → N
∞. Then the following statements are equiv-

alent:

(i) There exists a context-free tree grammar with initial function variable,
and with terminal alphabet Σ and leaf alphabet X such that the number
(possibly ∞) of distinct leftmost derivations of t ∈ TΣ(X) from the initial
function variable is given by d(t).

(ii) There exists a 1-simple pushdown tree automaton with input alphabet Σ
and leaf alphabet X such that the number (possibly ∞) of distinct compu-
tations for t ∈ TΣ(X) is given by d(t).

A context-free tree grammar with initial function variable, and with terminal
alphabet Σ and leaf alphabet X is called unambiguous iff, for all t ∈ TΣ(X),
the number of distinct leftmost derivations of t with respect to G is either 1
or 0. A 1-simple pushdown tree automaton with terminal alphabet Σ and leaf
alphabet X is called unambiguous iff, for all t ∈ TΣ(X), the number of distinct
computations for t is either 1 or 0.

Corollary 5.9 Let L ⊆ TΣ(X) be a tree language. Then L is generated by an
unambiguous context-free tree grammar iff

∑
t∈L t is the behavior of an unam-

biguous 1-simple pushdown tree automaton.

A pushdown tree automaton P = (Q, Γ, Z, Y, M, S, p0, P ) is called restricted
iff Γ = {p0} ∪ Γ1, i. e., except for the initial pushdown symbol p0 of rank 0, all
other pushdown symbols have rank 1.

The next theorem augments the list of equivalent statements of Corollary 5.6.

Theorem 5.10 The following statements on a formal tree series s in A〈〈TΣ(X)〉〉
are equivalent

(i) s is an algebraic tree series;

(ii) s is the behavior of a restricted pushdown tree automaton;

(iii) s is the behavior of a simple restricted pushdown tree automaton.

We now turn to formal tree series in N
∞〈〈TΣ(X)〉〉.

Theorem 5.11 Let d : TΣ(X) → N
∞. Then the following statement is equiva-

lent to the statements of Theorem 5.9:

(iii) There exists a 1-simple restricted pushdown tree automaton with input
alphabet Σ and leaf alphabet X such that the number (possibly ∞) of
distinct computations for t ∈ TΣ(X) is given by d(t).

Corollary 5.12 Let L ⊆ TΣ(X) be a tree language. Then L is generated by an
unambiguous context-free tree grammar iff

∑
t∈L t is the behavior of an unam-

biguous 1-simple restricted pushdown tree automaton.
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We now prove a Kleene Theorem due to Bozapalidis [11]. For the remain-
der of this paper, Φ∞ = {Gi | i ≥ 0} denotes an infinite ranked alphabet of
function variables, where Gi has rank ri, i ≥ 0, and for each r ≥ 0 there are
infinitely many function variables with rank r. Let Σ̂ = Σ∪{Gk1 , . . . , Gkm} and
D̂ = A〈〈TΣ̂(X ∪ Zri1

)〉〉 × · · · × A〈〈TΣ̂(X ∪ Zrin
)〉〉 for some mutually different

i1, . . . , in, k1, . . . , km ≥ 0. Consider a tree series s ∈ A〈〈TΣ̂∪{Gi1 ,...,Gin}(X ∪
Zr)〉〉. (The function variables Gk1 , . . . , Gkm are considered here to be ranked
symbols like in Σ.) Then s induces a function s̄ : D̂ → A〈〈TΣ̂(X ∪ Zr)〉〉 as
defined above.

We now consider an algebraic tree system S = ({Gi1 , . . . , Gin}, Z, Σ̂, E),
where E is Gij (z1, . . . , zrij

) = sj(z1, . . . , zrij
, Gi1 , . . . , Gin), 1 ≤ j ≤ n, and

sj ∈ A〈TΣ̂∪{Gi1 ,...,Gin}(X ∪ Zrij
)〉.

The least solution of S is in D̂. The collection of components of least
solutions of all such algebraic systems (with free choice of mutually differ-
ent i1, . . . , in, k1, . . . , km ≥ 0) is denoted by Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉. Observe
that each power series in Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉 is in fact a power series in
Aalg〈〈TΣ∪Φ(X ∪ Zr)〉〉 for some finite Φ ⊂ Φ∞ and some r ≥ 0.

Before proving our results we apply a few results of the fixed point theory
of continuous functions to algebraic tree systems. An extended algebraic tree
system S = (Φ, Z, Σ, E) and its least solution are defined as an algebraic tree
system and its least solution with the exception that the right sides of the
equations Gi(z1, . . . , zri) = si(z1, . . . , zri), 1 ≤ i ≤ n, are now in A〈〈TΣ∪Φ(X ∪
Zri)〉〉.

(1) The parameter identity. Let r ∈ A〈〈TΣ∪Φ∞(X ∪ Z)〉〉, and denote r′ =
µG.r, G ∈ Φ∞. Let Gi 6= G, τi ∈ A〈〈TΣ∪(Φ∞−{G})(X ∪ Z)〉〉, 1 ≤ i ≤ n, and
σj ∈ A〈〈TΣ(X ∪Z)〉〉, 1 ≤ j ≤ k. Then r′[σ1/z1, . . . , σk/zk, τ1/G1, . . . , τn/Gn] =
µG.(r[σ1/z1, . . . , σk/zk, τ1/G1, . . . , τn/Gn]).

(2) The Bekić-De Bakker-Scott rule. Consider the equations Gi(z1, . . . , zri) =
si(z1, . . . , zri), 1 ≤ i ≤ n, si ∈ A〈〈TΣ∪Φ(X ∪ Zri)〉〉 of an extended algebraic
tree system S = (Φ, Z, Σ, E), where Φ = {G1, . . . , Gn}, and m ∈ {1, . . . , n}.
Let (τm+1, . . . , τn) be the least solution of the extended algebraic tree system
S′ = (Φ′, Z, Σ, E′), where Φ′ = {Gm+1, . . . , Gn} and E′ = {Gi(z1, . . . , zri) =
si(z1, . . . , zri) | m + 1 ≤ i ≤ n}. Hence, τj ∈ A〈〈TΣ∪{G1,...,Gm}(X ∪ Zrj )〉〉,
m + 1 ≤ i ≤ n. Furthermore, let (τ1, . . . , τm) be the least solution of the ex-
tended algebraic system S′′ = (Φ′′, Z, Σ, E′′), where Φ′′ = {G1, . . . , Gm} and
E′′ = {Gi(z1, . . . , zri) = si(z1, . . . , zri)[τm+1/Gm+1, . . . , τn/Gn] | 1 ≤ i ≤ m}.
Then

(τ1, . . . , τm, τm+1[τ1/G1, . . . , τm/Gm], . . . , τn[τ1/G1, . . . , τm/Gm])

is the least solution of the original extended algebraic tree system.
We now proceed analogously to Section 4.

Theorem 5.13 〈Aalg〈〈TΣ∪Φ∞(X∪Z)〉〉, +,∪, Σ̄∪ Φ̄∞〉 is a distributive Σ∪Φ∞-
algebra closed under scalar product that contains A〈TΣ∪Φ∞(X ∪ Z)〉.
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Hence, for G ∈ Φ∞ of rank r and σ1, . . . , σr ∈ Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉,
Ḡ(σ1, . . . , σr) is again in Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉.
Proof. We only prove the second sentence. The proof of the first sentence is
analogous to the proof of Theorem 4.1.

Let σ1, . . . , σr ∈ A〈〈TΣ∪{Gk1 ,...,Gkm}(X ∪ {z1, . . . , zk})〉〉. Then there exist r
algebraic tree systems Gtj(z1, . . . , zitj ) = stj , 1 ≤ t ≤ r, 1 ≤ j ≤ nr, where the
rank of Gt1 is k, such that the first components of their least solutions are σt.

Consider now the algebraic tree system

H(z1, . . . , zk) = G(G11(z1, . . . , zk), . . . , Gr1(z1, . . . , zk)) ,
Gtj(z1, . . . , zitj ) = stj , 1 ≤ t ≤ r, 1 ≤ j ≤ nr .

By the Bekić-DeBakker-Scott rule, the H-component of its least solution is then
given by Ḡ(σ1, . . . , σr). 2

A distributive Σ ∪ Φ∞-algebra 〈V, +, 0, Σ̄ ∪ Φ̄∞〉, V ⊆ A〈〈TΣ∪Φ∞(X ∪ Z)〉〉
is called equationally closed iff V is closed under scalar product, and for all
s ∈ V and G ∈ Φ∞ the formal tree series µG.s is again in V . Here µG.s
denotes the least solution of G(z1, . . . , zr) = s, where r is the rank of G. By
definition, Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉 is the least equationally closed distributive
Σ ∪ Φ∞-algebra containing A〈TΣ∪Φ∞(X ∪ Z)〉. Observe that each power series
in Aequ〈〈TΣ∪Φ∞(X ∪Z)〉〉 is in fact a power series in A〈〈TΣ∪Φ(X ∪Zr)〉〉 for some
finite Φ ⊂ Φ∞ and r ≥ 0.

We will prove that Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉 = Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉. We
first show that Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉 is closed under substitution for function
variables.

Theorem 5.14 Consider tree series s and σj , 1 ≤ j ≤ n, in Aequ〈〈TΣ∪Φ∞(X ∪
Z)〉〉 and assume that s(z1, . . . , zr, Gi1 , . . . , Gin) ∈ A〈〈TΣ̂∪{Gi1 ,...,Gin}(X ∪ Zr)〉〉
and σj ∈ A〈〈TΣ̂(X∪Zrij

)〉〉, where Σ̂ = Σ∪{Gk1 , . . . , Gkm} and i1, . . . , in, k1, . . . , km ≥
0 are mutually disjoint.

Then s̄(z1, . . . , zr, σ1, . . . , σn) is again in Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉.
Proof. The proof is by induction on the number of applications of the operations
ω̄ ∈ Σ̄, Ḡ ∈ Φ̄∞, sum, scalar product and µ to generate s(z1, . . . , zr, Gi1 , . . . , Gin)
from polynomials.

(i) Let s(z1, . . . , zr, Gi1 , . . . , Gin) ∈ A〈TΣ̂∪{Gi1 ,...,Gin}(X∪Zr)〉. Since s̄(z1, . . . , zr, σ1, . . . , σn)
is generated from σ1, . . . , σn and z1, . . . , zr by application of sum, ω̄ ∈ Σ̄,
Ḡk1 , . . . , Ḡkm , and scalar product, we infer that s̄(z1, . . . , zr, σ1, . . . , σn) ∈ Aequ〈〈TΣ∪Φ∞(X∪
Z)〉〉.

(ii) We only prove the case of the operator µ. Choose a G ∈ Φ∞ with rank r
that is unequal to Gi1 , . . . , Gin , Gk1 , . . . , Gkm . Without loss of generality we as-
sume that s(z1, . . . , zr, Gi1 , . . . , Gin) = µG.s′(z1, . . . , zr, Gi1 , . . . , Gin , G). By in-
duction hypothesis, we have that s′(z1, . . . , zr, Gi1 , . . . , Gin , G) is in Aequ〈〈TΣ∪Φ∞(X∪
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Z)〉〉. Hence s̄(z1, . . . , zr, σ1, . . . , σn) = µG.s̄′(z1, . . . , zr, σ1, . . . , σn, G) is in Aequ〈〈TΣ∪Φ∞(X∪
Z)〉〉 by the parameter identity. 2

Theorem 5.15 (Bozapalidis [11], Section 6.) Aequ〈〈TΣ∪Φ∞(X∪Z)〉〉 = Aalg〈〈TΣ∪Φ∞(X∪
Z)〉〉
Proof. We show that Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉 ⊆ Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉. The
proof is by induction on the number of variables of algebraic systems. We use
the following induction hypothesis:

If (τ1, . . . , τn), τj ∈ Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉, 1 ≤ j ≤ n, is the least solution
of an algebraic system Gj(z1, . . . , zrj ) = sj(z1, . . . , zrj , G1, . . . , Gn), 1 ≤ j ≤
n, with n function variables G1, . . . , Gn, where sj(z1, . . . , zrj , G1, . . . , Gn) ∈
A〈TΣ∪Φ∞(X ∪ Z)〉 then τj ∈ Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉.

(i) Let n = 1 and assume that s ∈ Aalg〈〈TΣ∪Φ∞(X ∪ Z)〉〉 is the least
solution of the algebraic system G1(z1, . . . , zr1) = p(z1, . . . , zr1 , G1). Since
p(z1, . . . , zr1, G1) is a polynomial, s = µG1.p(z1, . . . , zr1 , G1) ∈ Aequ〈〈TΣ∪Φ∞(X∪
Z)〉〉.

Consider the algebraic system Gj(z1, . . . , zrj ) = sj(z1, . . . , zrj , G1, . . . , Gn+1),
1 ≤ j ≤ n + 1, n ≥ 1. Let (τ2(G1), . . . , τn+1(G1)), τj(G1) ∈ Aalg〈〈TΣ∪Φ∞(X ∪
Z)〉〉, 2 ≤ j ≤ n+1, be the least solution of the algebraic system Gj(z1, . . . , zrj) =
sj(z1, . . . , zrj , G1, . . . , Gn+1), 2 ≤ j ≤ n + 1. By our induction hypothesis we
infer that τj(G1) ∈ Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉. Hence, by Theorem 5.14, p(G1) =
s̄1(z1, . . . , zr1 , G1, τ2(G1), . . . , τn+1(G1)) is in Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉. This im-
plies that µG1.p(G1) is in Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉. Again by Theorem 5.14
τ̄j(µG1.p(G1)) ∈ Aequ〈〈TΣ∪Φ∞(X∪Z)〉〉, 2 ≤ j ≤ n+1. By the Bekić-DeBakker-
Scott rule,

(µG1.p(G1), τ̄2(µG1.p(G1)), . . . , τ̄n+1(µG1.p(G1)))

is the least solution of the algebraic system Gj(z1, . . . , zrj) = sj(z1, . . . , zrj , G1, . . . , Gn+1),
1 ≤ j ≤ n + 1. Hence, the components of the least solution of this algebraic
system are in Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉.

(ii) We show that Aalg〈〈TΣ∪Φ∞(X∪Z)〉〉 is an equationally closed distributive
Σ∪Φ∞-algebra that contains A〈TΣ(X ∪Z〉. This will imply Aequ〈〈TΣ∪Φ∞(X ∪
Z)〉〉 ⊆ Aalg〈〈TΣ∪Φ∞(X∪Z)〉〉. By Theorem 5.13, we have only to show that µG.s,
s ∈ Aalg〈〈TΣ∪Φ∞(X∪Z)〉〉 is in Aalg〈〈TΣ∪Φ∞(X∪Z)〉〉. Let (τ2(G1), . . . , τn+1(G1))
be the least solution of the algebraic system Gj(z1, . . . , zrj ) = sj(z1, . . . , zrj , G1, . . . , Gn+1),
2 ≤ j ≤ n + 1, where G1 is of rank r2 and take s = τ2. Consider now the alge-
braic system G1(z1, . . . , zr2) = s2(z1, . . . , zr2 , G1, . . . , Gn+1), Gj(z1, . . . , zrj ) =
sj(z1, . . . , zrj , G1, . . . , Gn+1), 2 ≤ j ≤ n + 1. Then, by the Bekić-DeBakker-
Scott rule, µG1.s̄2(z1, . . . , zr2 , G1, τ2(G1), . . . , τn+1(G1)) = µG1.τ2(G1) is the
first component of its least solution. 2

We now introduce algebraic tree series expressions. Assume that A, Σ, X, Z, Φ∞
and U = {+, ·, µ, [, ]} are mutually disjoint. A word E over A∪Σ∪X∪Z∪Φ∞∪U
is an algebraic tree series expression over (A, Σ, X, Z, Φ∞) iff
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(i) E is in X ∪ Z, or

(ii) E is of one of the forms [E1 + E2], ω(E1, . . . , Ek), G(E1, . . . , Ek), aE1,
or µG.E1, where E1, . . . , Ek are algebraic tree series expressions over
(A, Σ, X, Z, Φ∞), for ω ∈ Σ of rank k, G ∈ Φ∞ of rank k, k ≥ 0, and
a ∈ A.

Each algebraic tree series expression E over (A, Σ, X, Z, Φ∞) denotes a formal
tree series |E| in A〈〈TΣ∪Φ∞(X ∪ Z)〉〉 according to the followin conventions:

(i) If E is in X ∪ Z then E denotes the tree series E, i. e., |E| = E.

(ii) For algebraic tree series expressions E1, . . . , Ek over (A, Σ, X, Z, Φ∞), ω ∈
Σ of rank k, G ∈ Φ∞ of rank k, k ≥ 0, a ∈ A, we define

|[E1 + E2]| = |E1| + |E2| ,
|ω(E1, . . . , Ek)| = ω̄(|E1|, . . . , |Ek|) ,
|G(E1, . . . , Ek)| = Ḡ(|E1|, . . . , |Ek|) ,
|aE1| = a|E1| ,
|µG.E1| = µG.|E1| .

Let Φ1, Φ2, Φ3 be mappings from the set of algebraic tree series expressions
over (A, Σ, X, Z, Φ∞) into the set of finite subsets of X ∪ Z ∪ Φ∞ defined by

(i) Φ1(x) = ∅, Φ2(x) = {x}, Φ3(x) = ∅, x ∈ X ,
Φ1(z) = {z}, Φ2(z) = ∅, Φ3(z) = ∅, z ∈ Z.

(ii) Φj([E1 + E2]) = Φj(E1) + Φj(E2), j = 1, 2, 3,
Φj(ω(E1, . . . , Ek)) = Φj(E1) ∪ . . . ∪ Φj(Ek), j = 1, 2, 3,
Φj(G(E1, . . . , Ek)) = Φj(E1) ∪ . . . ∪ Φj(Ek), j = 1, 2,
Φ3(G(E1, . . . , Ek)) = Φ3(E1) ∪ . . . ∪ Φ3(Ek) ∪ {G},
Φj(aE1) = Φj(E1) j = 1, 2, 3,
Φj(µG.E1) = Φj(E1) − {G} j = 1, 2, 3,
for algebraic tree series expressions E1, . . . , Ek over (A, Σ, X, Z, Φ∞), ω ∈
Σ of rank k, G ∈ Φ∞ of rank k, k ≥ 0, a ∈ A.

Given an algebraic tree series expression E over (A, Σ, X, Z, Φ∞), Φ1(E) ⊆ Z
contains the variables of E, Φ2(E) ⊆ X contains the used symbols of the leaf
alphabet X and Φ3(E) ⊆ G contains the “free function variables” of E. This
means that |E| is a formal tree series in A〈〈TΣ∪Φ3(E)(Φ2(E) ∪ Φ1(E))〉〉.

Theorem 5.15 and the above definitions yiel some corollaries.

Corollary 5.16 A tree series s is in Aequ〈〈TΣ∪Φ∞(X∪Z)〉〉∩A〈〈TΣ∪Φ3(E)(Φ2(E)∪
Φ1(E))〉〉 iff there is an algebraic tree series expression E over (A, Σ, X, Z, Φ∞)
such that s = |E|.
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Corollary 5.17 A tree series s is in Aequ〈〈TΣ∪Φ∞(X ∪ Z)〉〉 ∩ A〈〈TΣ(Φ2(E))〉〉
iff there is an algebraic tree series expression E over (A, Σ, X, Z, Φ∞) such that
s = |E|, where Φ1(E) = Φ3(E) = ∅.
Corollary 5.18 A tree series is in Aalg〈〈TΣ(Φ2(E))〉〉 iff there exists an alge-
braic tree series expression E over (A,Σ, X, Z, Φ∞) such that s = |E|, where
Φ1(E) = Φ3(E) = ∅.

We summarize our results in a Kleene-like theorem.

Theorem 5.19 The following statements on a power series r ∈ A〈〈TΣ(X)〉〉 are
equivalent.

(i) r is an algebraic tree series,

(ii) r is the behavior of a simple pushdown tree automaton,

(iii) r is the behavior of a simple restricted pushdown tree automaton,

(iv) there exists an algebraic tree series expression E over (A,Σ, X, Z, Φ∞),
where Φ1(E) = Φ3(E) = ∅, such that r = |E|.

If we interprete algebraic tree series expressions in B〈〈TΣ∪Φ∞(X ∪Z)〉〉 then we
get analogous results on formal tree languages.

Example 5.2. Consider the algebraic tree system S = (Φ, Z, Σ, E, G0) with
initial function variable G0, specified by Φ = Φ0 ∪ Φ2, Φ0 = {G0}, Φ2 =
{G}, Σ = Σ2 = {b}, X = {c1, c2}, and E = {G0 = G(c1, c2), G(z1, z2) =
G(b(z1, z1), b(z2, z2)) + b(z1, z2)}. (This algebraic system is a simplified version
of that in Example 5.1.) The initial component of its least solution is given by

|µG.[G(b(c1, c1), b(c2, c2)) + b(c1, c2)]| =
∑
j≥0

b(tj1, t
j
2) ,

where t0i = ci, tj+1
i = b(tji , t

j
i ), i = 1, 2, j ≥ 0. 2

6 Tree series transducers

Tree transducers have been introduced in Rounds [50, 52] and Thatcher [56,
57]. Kuich [39] generalized a restricted form of top-down tree transducers to
tree series transducers which map formal tree series into formal tree series.
Engelfriet, Fülöp, Vogler [19] and Fülöp, Vogler [23] generalized this approach
and defined bottom-up and top-down tree series transducers as generalization
of frontier-to-root and root-to-frontier tree transducers in the sense of Gécseg,
Steinby [24, 25].

In this section we only consider the case of top-down tree series transducers.
(The bottom-up tree series transducers use a generalization of IO-substitutions
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and are difficult to handle.) Our definition of top-down tree series transducers
is different but equivalent to the definition of Engelfriet, Fülöp, Vogler [23].

We then define linear nondeleting recognizable tree series transducers and
show that they preserve recognizability of tree series.

We define

(A〈〈TΣ(X)〉〉)I1×I∗
2 =

⋃
m≥0

(A〈〈TΣ(X)〉〉)I1×Im
2 .

A tree representation µ (with state set Q, ranked input alphabet Σ, input leaf
alphabet X , ranked output alphabet Σ′, output leaf alphabet X ′, over the semiring
A) is a family µ = (µk | k ≥ 0) of mappings

µk : Σk → (A〈〈TΣ′(X ′ ∪ Y )〉〉)Q×(Q×Zk)∗ , k ≥ 1 ,
µ0 : Σ0 ∪ X → (A〈〈TΣ′(X ′)〉〉)Q×1 ,

such that, if µk(ω) ∈ (A〈〈TΣ′(X ′∪Y )〉〉)Q×(Q×Zk)m

for some m ≥ 0 and ω ∈ Σk,
k ≥ 1, then µk(ω) ∈ (A〈〈TΣ′ (X ′ ∪ Ym)〉〉)Q×(Q×Zk)m

. Observe that µk(ω),
ω ∈ Σk, k ≥ 1, induces a mapping

µk(ω) : (A〈〈TΣ(X ′)〉〉)Q×1 × · · · × (A〈〈TΣ(X ′)〉〉)Q×1 → (A〈〈TΣ(X ′)〉〉)Q×1

(there are k argument vectors; see the definition before Theorem 2.13).
Since 〈(A〈〈TΣ′(X ′)〉〉)Q×1, (µk(ω) | ω ∈ Σk, k ≥ 0)〉 is a Σ-algebra, the

mapping
µ0 : X → (A〈〈TΣ′(X ′)〉〉)Q×1

can be uniquely extended to a morphism

µ : TΣ(X) → (A〈〈TΣ′(X ′)〉〉)Q×1

by
µ(ω(t1, . . . , tk)) = µk(ω)[µ(t1), . . . , µ(tk)] ,

for ω ∈ Σk, t1, . . . , tk ∈ TΣ(X), k ≥ 0.
One more extension yields

µ : A〈〈TΣ(X)〉〉 → (A〈〈TΣ′ (X ′)〉〉)Q×1

by
µ(s) =

∑
t∈TΣ(X)

(s, t) ⊗ µ(t), s ∈ A〈〈TΣ(X)〉〉 ,

where ⊗ denotes the Kronecker product. (See Kuich, Salomaa [45], Section 4.)
In our case this means that each entry of µ(t) is multiplied by (s, t). Hence, for
q ∈ Q,

µ(s)q =
∑

t∈TΣ(X)

(s, t)µ(t)q, s ∈ A〈〈TΣ(X)〉〉 .
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We have denoted a tree representation µ and the mapping µ : A〈〈TΣ(X)〉〉 →
(A〈〈TΣ′(X ′)〉〉)Q×1 induced by it by the same letter µ. This should not lead to
any confusion.

A (top-down) tree series transducer (with state set Q, ranked input alphabet
Σ, input leaf alphabet X , ranked output alphabet Σ′, output leaf alphabet X ′,
over the semiring A)

T = (Q, µ, S)

is given by

(i) a nonempty finite set Q of states,

(ii) a tree representation µ with Q, Σ, X, Σ′, X ′ over A,

(iii) an initial state vector S ∈ (A〈〈TΣ′(Z1)〉〉)1×Q, where Sq = aqz1, aq ∈ A,
q ∈ Q.

The mapping
||T|| : A〈〈TΣ(X)〉〉 → A〈〈TΣ′(X ′)〉〉

realized by a tree series transducer T = (Q, µ, S) is defined by

||T||(s) = S(µ(s)) =
∑

q∈Q(Sq, z1)µ(s)q =∑
q∈Q

∑
t∈TΣ(X) aq(s, t)µ(t)q , s ∈ A〈〈TΣ(X)〉〉 .

A tree representation µ is called polynomial iff the entries of the images of
µk, k ≥ 0, are polynomials. A tree series transducer T = (Q, µ, S) is called
polynomial iff µ is a polynomial tree representation.

Example 6.1. (See Example IV.1.6 of Gécseg, Steinby [24].) Let Q = {a0, a1, a2},
Σ = Σ1 = {σ}, X = {x}, Σ′ = Σ′

1 ∪ Σ′
2, Σ′

1 = {ω1}, Σ′
2 = {ω2}, X ′ = {x′

1, x
′
2}.

The nonnull entries of µ0 and µ1 are given by

µ0(x)a1 = x′
1, µ0(x)a2 = x′

2 ,
µ1(σ)a0,((a1,z1),(a2,z1)) = ω2(y1, y2) ,
µ1(σ)a1,(a1,z1) = ω1(y1), µ1(σ)a2,(a2,z1) = ω1(y1) .

Let S = (z1, 0, 0) and consider the tree series transducer T = (Q, (µ0, µ1), S).
We claim that, for n ≥ 0,

µ(σn(x))ai = ωn
1 (x′

i), i = 1, 2 ,

and prove it by induction on n.
We have

µ(x)ai = µ0(x)ai = x′
i ,

and, for n > 0,

µ(σn(x))ai = µ1(σ)[µ(σn−1(x))]ai =
µ1(σ)ai,(ai,z1)[ω

n−1
1 (x′

i)] =
ω1(y1)(ωn−1

1 (x′
i)) = ωn

1 (x′
i), i = 1, 2 .
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Hence, we obtain for n ≥ 1,

||T||(σn(x)) = µ(σn(x))a0 =
µ1(σ)[µ(σn−1(x))]a0 =
µ1(σ)a0,((a1,z1),(a2,z1))(µ(σn−1(x))a1 , µ(σn−1(x))a2 ) =
ω2(ωn−1

1 (x′
1), ω

n−1
1 (x′

2)) .

Given a formal tree series

s = (s, x)x +
∑
n≥1

(s, σn(x))σn(x) ,

we obtain
||T||(s) =

∑
n≥1

(s, σn(x))ω2(ωn−1
1 (x′

1), ω
n−1
1 (x′

2)) .

2

In connection with Example IV.1.6 of Gécseg, Steinby [24], Example 6.1
gives also an intuitive feeling, how a root-to-frontier tree transducer in the sense
of Gécseg, Steinby [24] is simulated by a top-down tree series transducer over
the semiring B. Formally, we have the following theorem.

Theorem 6.1 (Engelfriet, Fülöp, Vogler [19], Theorem 4.12). A mapping is
realized by a root-to-frontier tree transducer iff it is realized by a polynomial
top-down tree series transducer over the semiring B.

Let Q′
i = {(q, zi) | q ∈ Q}, 1 ≤ i ≤ k. Then there is a one-to-one correspon-

dence between Q′
1 × · · · × Q′

k and Qk by

((q1, z1), . . . , (qk, zk)) ⇔ (q1, . . . , qk) ,

q1, . . . , qk ∈ Q. A tree representation (µk | k ≥ 0) is called nondeterministically
simple iff

µk : Σk → (A〈〈TΣ′(X ′ ∪ Yk)〉〉)Q×(Q′
1×···×Q′

k), k ≥ 1 .

If (µk | k ≥ 0) is a nondeterministically simple tree representation then we
will work with the isomorphic copies µk(ω)′ of µk(ω), k ≥ 0, in (A〈〈TΣ′ (X ′ ∪
Yk)〉〉)Q×Qk

, k ≥ 0. By Theorem 2.13,

µk(ω)′(P1, . . . , Pk) = µk(ω)[P1, . . . , Pk]

for Pj ∈ (A〈〈TΣ(X ∪ Y ′)〉〉)Q×1, 1 ≤ j ≤ k, and ω ∈ Σk, k ≥ 0. Hence, we can
define a nondeterministic simple tree representation to be a family of mappings
(µk | k ≥ 0), where

µk : Σk → (A〈〈TΣ′(X ′ ∪ Yk)〉〉)Q×Qk

, k ≥ 1 ,
µ0 : Σ0 ∪ X → (A〈〈TΣ′(X ′)〉〉)Q×1 .
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The morphic extension of µ0 is again defined by µ(ω(t1, . . . , tk)) = µ(ω)(µ(t1), . . . , µ(tk)),
ω ∈ Σk, t1, . . . , tk ∈ TΣ(X), k ≥ 1, and, for s ∈ A〈〈TΣ(X)〉〉, we define again
µ(s) =

∑
t∈TΣ(X)(s, t) ⊗ µ(t).

A nondeterministic simple tree series transducer is now a tree series trans-
ducer T = (Q, µ, S), where µ is a nondeterministic simple tree representation
and ||T||(s) = S(µ(s)) =

∑
q∈Q(Sq, z1)µ(s)q for s ∈ A〈〈TΣ(X)〉〉.

We now introduce linear and nondeleting tree representations and tree series
transducers. A tree t ∈ TΣ(X ∪ Yk), k ≥ 1, is called linear iff the variable yj

appears at most once in t, 1 ≤ j ≤ k. A tree t ∈ TΣ(X ∪ Yk), k ≥ 1, is
called nondeleting iff the variable yj appears at least once in t, 1 ≤ j ≤ k. A
tree series s ∈ A〈〈TΣ(X ∪ Yk)〉〉, k ≥ 1, is called linear or nondeleting iff all
t ∈ supp(s) are linear or nondeleting, respectively. A nondeterministic simple
tree representation µ is called linear or nondeleting iff all entries of µ(ω), ω ∈ Σk,
k ≥ 1, are linear or nondeleting tree series, respectively. A nondeterministic
simple tree series transducer T = (Q, µ, S) is called linear or nondeleting iff µ
is linear or nondeleting, respectively.

Theorem 6.2 (Kuich [39]) Let, for some k ≥ 1, s ∈ A〈〈TΣ(X ∪ Yk)〉〉 be linear
and nondeleting, and sij ∈ A〈〈TΣ(X)〉〉, aij ∈ A for ij ∈ Ij , 1 ≤ j ≤ k. Then

s(
∑

i1∈I1

ai1si1 , . . . ,
∑

ik∈Ik

aik
sik

) =
∑

i1∈I1

. . .
∑

ik∈Ik

ai1 . . . aik
s(si1 , . . . , sik

) .

Theorem 6.3 Let ω ∈ Σk, k ≥ 1, s1, . . . , sk ∈ A〈〈TΣ(X)〉〉, and µ be a linear
and nondeleting tree representation with state set Q. Then

µ(ω)(µ(s1), . . . , µ(sk)) = µ(ω̄(s1, . . . , sk)) .

Proof. We first compute the left side of the equality of the theorem for index
q ∈ Q:

µ(ω)(µ(s1), . . . , µ(sk))q =∑
q1,...,qk∈Q

µ(ω)q,(q1,...,qk)(µ(s1)q1 , . . . , µ(sk)qk
) =

∑
q1,...,qk∈Q

µ(ω)q,(q1,...,qk)(
∑

t1∈TΣ(X)

(s1, t1)µ(t1)q1 , . . . ,
∑

tk∈TΣ(X)

(sk, tk)µ(tk)qk
) =

∑
q1,...,qk∈Q

∑
t1,...,tk∈TΣ(X)

(s1, t1) · · · (sk, tk)µ(ω)q,(q1,...,qk)(µ(t1)q1 , . . . , µ(tk)qk
) =

∑
t1,...,tk∈TΣ(X)

(s1, t1) · · · (sk, tk)µ(ω(t1, . . . , tk))q .

Here the third equality follows by the assumption that µ is a linear and non-
deleting tree representation and by Theorem 6.2. We now compute the right
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side of the equality of the theorem for index q ∈ Q:

µ(ω̄(s1, . . . , sk))q =
µ(

∑
t∈TΣ(X)

(
∑

ω(t1,...,tk)=t

(s1, t1) · · · (sk, tk))t)q =

∑
t∈TΣ(X)

(
∑

ω(t1,...,tk)=t

(s1, t1) · · · (sk, tk))µ(t)q

∑
t1,...,tk∈TΣ(X)

(s1, t1) · · · (sk, tk)µ(ω(t1, . . . , tk))q .

Since both sides of the equation of the theorem coincide, the theorem is proven.
2

If A is an idempotent continuous semiring then
∑

i∈I a = a for all a ∈ A,
and we do not need the condition in Theorem 6.2 that s is nondeleting.

Theorem 6.4 Let A be an idempotent commutative continuous semiring. Let,
for some k ≥ 1, s ∈ A〈〈TΣ(X ∪ Yk)〉〉 be linear, and sij ∈ A〈〈TΣ(X)〉〉, aij ∈
{0, 1} ⊆ A for ij ∈ Ij , 1 ≤ j ≤ k. Then

s(
∑

i1∈I1

ai1si1 , . . . ,
∑

ik∈Ik

aik
sik

) =
∑

i1∈I1

. . .
∑

ik∈Ik

ai1 . . . aik
s(si1 , . . . , sik

) .

Proof. Assume that the variables zj+1, . . . , zk do not appear in s but the vari-
ables z1, . . . , zj do. Then s(z1, . . . , zk) = s′(z1, . . . , zj) and

s(
∑

i1∈I1

ai1si1 , . . . ,
∑

ik∈Ik

aik
sik

) =

s′(
∑

i1∈I1

ai1si1 , . . . ,
∑
ij∈Ij

aij sij ) =

∑
i1∈I1

. . .
∑

ij∈Ij

ai1 . . . aij s
′(si1 , . . . , sij ) =

∑
i1∈I1

. . .
∑

ij∈Ij

∑
ij+1∈Ij+1

. . .
∑

ik∈Ik

ai1 · · ·aik
s(si1 , . . . , sik

) .

2

Theorem 6.4 implies at once the following corollary to Theorem 6.3.

Corollary 6.5 Let ω ∈ Σk, k ≥ 1, s1, . . . , sk ∈ B〈〈TΣ(X)〉〉, and µ be a linear
tree representation with state set Q. Then

µ(ω)(µ(s1), . . . , µ(sk)) = µ(ω̄(s1, . . . , sk)) .

In case of the Boolean semiring B it is easy to see by Example 6.1 that
our polynomial tree series transducers do not preserve the recognizability of
tree series. (See also the example in the last paragraph of page 18 of Gec-
seg, Steinby [25].) On the other hand, linear root-to-frontier tree transducers
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do preserve recognizability of tree languages. (See Thatcher [56]; and Gécseg,
Steinby [24], Theorem 2.7, Lemma 6.5 and Corollary 6.6.) In the rest of this
section we show that linear nondeleting recognizable tree transducers do pre-
serve recognizability of tree series. We show this by a construction based on
finite recognizable systems.

A system zi = pi, 1 ≤ i ≤ n is called recognizable iff each pi is in Arec〈〈TΣ(X∪
Zn)〉〉.

We show that the least solution of a finite recognizable system has recogniz-
able components.

Theorem 6.6 Let zi = pi, 1 ≤ i ≤ n, be a finite recognizable system with least
solution σ. Then σi ∈ Arec〈〈TΣ(X)〉〉 for all 1 ≤ i ≤ n.

Proof. Without loss of generality let zi = pi, 1 ≤ i ≤ n, be a proper finite
recognizable system. Since pi ∈ Arec〈〈TΣ(X ∪ Zn)〉〉, 1 ≤ i ≤ n, there exist
proper finite polynomial systems yij = qij , 1 ≤ j ≤ mi, mi ≥ 1, where the
yij are new variables and qij ∈ A〈TΣ(X ∪ Zn ∪ {yi1, . . . , yimi})〉, such that
the yi1-components of their least solutions τi are equal to pi. Consider now
the proper finite polynomial system zi = qi1(z1, . . . , zn, yi1, . . . , yimi), yij =
qij(z1, . . . , zn, yi1, . . . , yimi), 1 ≤ j ≤ mi, 1 ≤ i ≤ n, and observe that it
has a unique solution. We claim that this unique solution is given by σ ∪
((τi)j(σ1, . . . , σn) | 1 ≤ j ≤ mi, 1 ≤ i ≤ n). Substitution of this vector yields,
for 1 ≤ j ≤ mi, 1 ≤ i ≤ n,

qi1(σ1, . . . , σn, (τi)1(σ1, . . . , σn), . . . , (τi)mi(σ1, . . . , σn)) =
(τi)1(σ1, . . . , σn) = pi(σ1, . . . , σn) = σi ,

qij(σ1, . . . , σn, (τi)1(σ1, . . . , σn), . . . , (τi)mi(σ1, . . . , σn)) = (τi)j(σ1, . . . , σn) .

Hence σ ∪ ((τi)j(σ1, . . . , σn) | 1 ≤ j ≤ mi, 1 ≤ i ≤ n) is the unique solution of
the proper finite polynomial system and σ ∈ (Arec〈〈TΣ(X)〉〉)n×1. 2

Consider a finite system yi = pi(y1, . . . , yn), 1 ≤ i ≤ n, where pi ∈ A〈〈TΣ(X∪
Yn)〉〉, and a linear nondeleting tree representation µ = (µk | k ≥ 0) with state
set Q, where µk : Σk → (A〈〈TΣ′(X ′ ∪ Zk)〉〉)Q×Qk

, k ≥ 1, and µ0 : Σ0 ∪ X →
(A〈〈TΣ′(X ′)〉〉)Q×1. Let (yi)q, 1 ≤ i ≤ n, q ∈ Q, be new variables and denote
Y k

Q = {(yi)q | 1 ≤ i ≤ k, q ∈ Q}. Extend the definition of µ to the domain
Σ ∪ X ∪ Yn, by

µ0 : Yn → (A〈〈TΣ′ (Y n
Q )〉〉)Q×1 ,

where µ(yj)q = (yj)q, 1 ≤ j ≤ n, q ∈ Q. By this extension, we obtain that

µ : TΣ(X ∪ Yn) → (A〈〈TΣ′(X ′ ∪ Y n
Q )〉〉)Q×1 .

Lemma 6.7 Consider s(y1, . . . , yn) ∈ A〈〈TΣ(X∪Yn)〉〉 and a linear nondeleting
tree representation µ with domain Σ∪X∪Yn. Let s1, . . . , sn ∈ A〈〈TΣ(X)〉〉. Then

µ(s)[µ(sj)q/(yj)q, 1 ≤ j ≤ n, q ∈ Q] = µ(s(s1, . . . , sn)) .
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Proof. We first consider a tree t ∈ TΣ(X ∪ Yn) and show by induction on the
form of t that µ(t)[µ(sj)q/(yj)q, 1 ≤ j ≤ n, q ∈ Q] = µ(t(s1, . . . , sn)).
(i) For t = yi, 1 ≤ i ≤ n, we obtain µ(yi)[µ(sj)/µ(yj), 1 ≤ j ≤ n] = µ(si) =
µ(yi(s1, . . . , sn)).
(ii) For t = x, x ∈ Σ0 ∪ X , we obtain µ(x)[µ(sj)/µ(yj), 1 ≤ j ≤ n] = µ(x) =
µ(x(s1, . . . , sn)).
(iii) For t = ω(t1, . . . , tk), ω ∈ Σk, t1, . . . , tk ∈ TΣ(X ∪ Yn), k ≥ 1, we obtain

µ(ω(t1, . . . , tk))[µ(sj)/µ(yj), 1 ≤ j ≤ n] =
µ(ω)(µ(t1)[µ(sj)/µ(yj), 1 ≤ j ≤ n], . . . , µ(tk)[µ(sj)/µ(yj), 1 ≤ j ≤ n]) =
µ(ω)(µ(t1(s1, . . . , sn)), . . . , µ(tk(s1, . . . , sn))) =
µ(ω̄(t1(s1, . . . , sn), . . . , tk(s1, . . . , sn))) =
µ((ω̄(t1, . . . , tk))(s1, . . . , sn)) .

Here we have applied the induction hypothesis in the second equality and The-
orem 6.3 in the third equality.

Finally, we obtain

µ(s)[µ(sj)/µ(yj), 1 ≤ j ≤ n] =∑
t∈TΣ(X∪Yn)(s, t) ⊗ µ(t)[µ(sj)/µ(yj), 1 ≤ j ≤ n] =∑
t∈TΣ(X∪Yn)(s, t) ⊗ µ(t(s1, . . . , sn)) =

µ(
∑

t∈TΣ(X∪Yn)(s, t)t(s1, . . . , sn)) = µ(s(s1, . . . , sn)) .

2

Theorem 6.8 Consider a linear nondeleting tree representation µ with domain
Σ ∪ X ∪ Yn. Let yi = pi(y1, . . . , yn), 1 ≤ i ≤ n, where pi ∈ A〈〈TΣ(X ∪ Yn)〉〉,
be a finite system with least solution σ. Then µ(σ) is the least solution of the
finite system µ(yi) = µ(pi(y1, . . . , yn)), 1 ≤ i ≤ n.

Proof. Let (σj | j ∈ N) and (τ j | j ∈ N) be the approximation sequences of
yi = pi(y1, . . . , yn), 1 ≤ i ≤ n, and µ(yi) = µ(pi(y1, . . . , yn)), 1 ≤ i ≤ n,
respectively. We claim that τ j

i = µ(σj
i ), 1 ≤ i ≤ n, j ≥ 0, and show it by

induction on j. The case j = 0 is clear. Let j ≥ 0. Then, for 1 ≤ i ≤ n,

τ j+1
i = µ(pi(y1, . . . , yn))[τ j

k/µ(yk), 1 ≤ k ≤ n] =
µ(pi(y1, . . . , yn))[µ(σj

k)/µ(yk), 1 ≤ k ≤ n] =
µ(pi(σ

j
1, . . . , σ

j
n)) = µ(σj+1

i ) .

Here we have applied the induction hypothesis in the second equality and
Lemma 6.7 in the third equality. The claim now implies our theorem. 2

A nondeterministically simple tree representation µ = (µk | k ≥ 0) is called
recognizable iff µk(ω) ∈ (Arec〈〈TΣ′(X ′ ∪ Zk)〉〉)Q×Qk

for ω ∈ Σk, k ≥ 1, and
µ0(ω) ∈ (Arec〈〈TΣ′(X ′)〉〉)Q×1 for ω ∈ Σ0 ∪ X . A nondeterministically simple
tree series transducer T = (Q, µ, S) is called recognizable iff µ is a recognizable
tree representation.
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Theorem 6.9 Consider a linear nondeleting recognizable tree representation µ.
Let s be in Arec〈〈TΣ(X)〉〉. Then µ(s) is in (Arec〈〈TΣ′(X ′)〉〉)Q×1.

Proof. By Corollary 3.6, s is a component of a finite simple polynomial system
yi = pi, 1 ≤ i ≤ n. By Theorem 6.8, µ(s) is a component of the finite recogniz-
able system µ(yi) = µ(pi), 1 ≤ i ≤ n. Hence, Theorem 6.6 proves our theorem.

2

Corollary 6.10 Consider a linear nondeleting recognizable tree series trans-
ducer T and a recognizable tree series s. Then ||T||(s) is again recognizable.

The proof of Corollary 6.10 is mainly based on the application of Theorem 6.3.
If B is the basic semiring and we apply Corollary 6.5 instead of Theorem 6.3
then we get the following corollaries.

Corollary 6.11 Let B be the basic semiring. Consider a linear recognizable
tree series transducer T and a recognizable tree series s. Then ||T||(s) is again
recognizable.

Corollary 6.12 (Thatcher [56], and Gécseg, Steinby [24], Corollary 6.6.) Lin-
ear root-to-frontier tree transducers preserve recognizability.

7 Full abstract families of tree series

Full abstract families of tree series (briefly, full AFTs) are families of tree se-
ries closed under linear nondeleting recognizable tree transductions and certain
specific operations. We will show that the families of recognizable tree series
and of algebraic tree series are full AFTs. Our first construction will show that
the mappings realized by linear nondeleting recognizable tree series transduc-
ers are closed under functional composition. The construction is analogous to
the construction of Engelfriet [18] in Lemma 4.2 (see also Gécseg, Steinby [24],
Theorem IV.3.15).

Recall that ZQ = {(zi)q | i ≥ 1, q ∈ Q} and Zk
Q = {(zi)q | 1 ≤ i ≤ k, q ∈ Q}

for k ≥ 1. We now define, for r1, . . . , rk ∈ Q, the operator

ϕr1,...,rk
: A〈〈TΣ(X ∪ Zk

Q)〉〉 → A〈〈TΣ(X ∪ {(z1)r1 , . . . , (zk)rk
})〉〉

as follows: For s ∈ A〈〈TΣ(X ∪ Zk
Q)〉〉 and t ∈ TΣ(X ∪ {(z1)r1 , . . . , (zk)rk

}),

(ϕr1,...,rk
(s), t) =




(s, t) iff the variables (z1)r1 , . . . , (zk)rk

appear exactly once in t,
0 otherwise.

Let µ′ be a linear nondeleting recognizable tree representation with state set Q1

mapping Σ∪X into matrices with entries in Arec〈〈TΣ′(X ′ ∪Z)〉〉. Furthermore,
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let µ′′ be an extended linear nondeleting recognizable tree representation with
state set Q2 mapping Σ′ ∪X ′ ∪Z into matrices with entries in Arec〈〈TΣ′′(X ′′ ∪
Z∪ZQ2)〉〉. Define the recognizable tree representation µ with state set Q1×Q2

mapping Σ ∪ X into matrices with entries in Arec〈〈TΣ′′(X ′′ ∪ Z)〉〉 by

µ0(x)(q1,q2) = µ′′
0(µ′

0(x)q1 )q2 , for x ∈ Σ0 ∪ X, q1 ∈ Q1, q2 ∈ Q2 ,

µk(ω)(q1,q2),((r1,s1),...,(rk,sk)) =
ϕs1,...,sk

(µ′′
k(µ′

k(ω)q1,(r1,...,rk))q2)[z1/(z1)s1 , . . . , zk/(zk)sk
] ,

for ω ∈ Σk, k ≥ 1, q1, r1, . . . , rk ∈ Q1, q2, s1, . . . , sk ∈ Q2 .

Then, by Kuich [40], Lemma 2.3, (µk | k ≥ 0) is a linear nondeleting recognizable
tree representation and, for t ∈ TΣ(X) and q1 ∈ Q1, q2 ∈ Q2,

µ(t)(q1,q2) = µ′′(µ′(t)q1)q2 .

This construction yields the first theorem of this section.

Theorem 7.1 Let µ′ (resp. µ′′) be a linear nondeleting recognizable tree rep-
resentation with state set Q1 (resp. Q2) mapping Σ ∪ X (resp. Σ′ ∪ X ′) into
matrices with entries in Arec〈〈TΣ′(X ′ ∪ Z)〉〉 (resp. Arec〈〈TΣ′′(X ′′ ∪ Z)〉〉). Let
T1 = (Q1, µ

′, S1) and T2 = (Q2, µ
′′, S2) be linear nondeleting recognizable tree

transducers. Then there exists a linear nondeleting recognizable tree transducer
T such that ||T||(s) = ||T2||(||T1||(s)) for all s ∈ A〈〈TΣ(X)〉〉.
Proof. The linear nondeleting recognizable tree transducer T = (Q1 × Q2, µ,
S1 � S2) is defined by the linear nondeleting recognizable tree representation µ
constructed above.

Let (S1)q1 = aq1z1, aq1 ∈ A, q1 ∈ Q1, and (S2)q2 = bq2z1, bq2 ∈ A, q2 ∈ Q2.
Then (S1 � S2)(q1,q2) = aq1bq2z1 for q1 ∈ Q1, q2 ∈ Q2. We now obtain, for
s ∈ A〈〈TΣ(X)〉〉,

||T2||(||T1||(s)) =
∑

q2∈Q2
bq2

∑
t2∈TΣ′ (X′)(||T1||(s), t2)µ2(t2)q2 =∑

q2∈Q2
bq2

∑
t2∈TΣ′(X′)(

∑
q1∈Q1

aq1

∑
t1∈TΣ(X)(s, t1)µ1(t1)q1 , t2)µ2(t2)q2 =∑

q1∈Q1

∑
q2∈Q2

aq1bq2

∑
t1∈TΣ(X)(s, t1)

∑
t2∈TΣ′(X′)(µ1(t1)q1 , t2)µ2(t2)q2 =∑

(q1,q2)∈Q1×Q2
aq1bq2

∑
t1∈TΣ(X)(s, t1)µ(t1)(q1,q2) =

||T||(s) .

2

We make the following convention for the rest of Section 7: The set Σ∞
(resp. X∞) is a fixed infinite ranked alphabet (resp. infinite alphabet) and Σ
(resp. X), possibly provided with indices, is a finite subalphabet of Σ∞ (resp.
X∞). Our basic semiring will be A〈〈TΣ∞(X∞)〉〉.

Any nonempty subset of
⋃

Σ⊂Σ∞

⋃
X⊂X∞ A〈〈TΣ(X)〉〉 is called family of tree

series. A mapping

τ :
⋃

Σ⊂Σ∞

⋃
X⊂X∞

A〈〈TΣ(X)〉〉 →
⋃

Σ⊂Σ∞

⋃
X⊂X∞

A〈〈TΣ(X)〉〉
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is called linear nondeleting recognizable tree series transduction iff there exist
Σ, X, Σ′, X ′ such that, for s ∈ A〈〈TΣ(X)〉〉, τ(s) ∈ A〈〈TΣ′(X ′)〉〉, and, for s /∈
A〈〈TΣ(X)〉〉, τ(s) = 0 and there exists a linear nondeleting recognizable tree
series transducer T such that τ(s) = ||T||(s) for s ∈ A〈〈TΣ(X)〉〉.

For a family L of tree series, we define

M(L) = {τ(s) | s ∈ L and τ is a linear nondeleting
recognizable tree series transduction} .

Observe that, by Theorem 7.1, M(M(L)) = M(L). A family L of tree series is
said to be closed under linear nondeleting recognizable tree series transductions,
and is called a recognizable tree series cone iff L = M(L).

We first consider recognizable tree series. Theorem 6.9 yields at once the
next theorem.

Theorem 7.2 Arec〈〈TΣ∞(X∞)〉〉 is a recognizable tree series cone.

Theorem 7.3 Let L be a recognizable tree series cone and assume that L con-
tains some tree series s such that (s, x) = 1 for some x ∈ X∞. Then Arec〈〈TΣ∞(X∞)〉〉 ⊆
L.

Proof. Consider a recognizable tree series r and the linear nondeleting recogniz-
able tree transducer T = ({q}, (µk | k ≥ 0), z1), where µ0(x) = r, µ0(x′) = 0 for
x′ 6= x, x′ ∈ X∞, and µk(ω) = 0, ω ∈ Σ∞, of rank k ≥ 0. Then ||T||(s) = r. 2

Analogous to the REC-closed families of tree series of Bozapalidis, Raho-
nis [12] we introduce equationally closed families of tree series. A family L of
tree series is called equationally closed whenever the following conditions are
satisfied:

(i) 0 ∈ L.

(ii) If s1, s2 ∈ L then s1 + s2 ∈ L.

(iii) If ω ∈ Σ∞ is of rank k ≥ 0 and s1, . . . , sk ∈ L then ω̄(s1, . . . , sk) ∈ L; if
x ∈ X∞ then x ∈ L.

(iv) If s ∈ L and x ∈ X∞ then the least solution µx.s of the equation x = s is
in L.

Hence, a family L of tree series is equationally closed iff 〈L, +, 0, (ω̄ | ω ∈
Σ∞)∪X∞〉 is a distributive Σ∞ ∪X∞-algebra that satisfies condition (iv), i. e.,
our “rational” operations are 0, addition, top-catenation and least solutions of
equations. (Observe that we do not ask for the closure under substitution as
Bozapalidis, Rahonis [12] do for their REC-closed families of tree languages.)

Theorem 7.4 Arec〈〈TΣ∞(X∞)〉〉 is an equationally closed family of tree series.

52



Proof. By Theorem 4.1. 2

We are now ready to introduce full AFTs. We use the notation F(L), L a
family of tree series, for the smallest equationally closed family of tree series
that is closed under linear nondeleting recognizable tree series transductions
and contains L. A family L of tree series is called full AFT iff L = F(L).

Theorem 7.5 Arec〈〈TΣ∞(X∞)〉〉 is a full AFT.

Proof. By Theorems 7.2 and 7.4. 2

We now consider algebraic tree series.

Theorem 7.6 Aalg〈〈TΣ∞(X∞)〉〉 is an equationally closed family of tree series.

Proof. By Theorem 5.13. 2

We will show that Aalg〈〈TΣ∞(X∞)〉〉 is a full AFT closed under linear non-
deleting algebraic tree series transductions. Some definitions and results are
needed before that result.

A nondeterministically simple tree representation µ = (µk | k ≥ 0) is called
algebraic iff µk(ω) ∈ (Aalg〈〈TΣ′(X ′ ∪ Zk)〉〉)Q×Qk

for ω ∈ Σk, k ≥ 1, and
µ0(ω) ∈ (Aalg〈〈TΣ′(X ′)〉〉)Q×1 for ω ∈ Σ0 ∪ X . A nondeterministically sim-
ple tree series transducer T = (Q, µ, S) is called algebraic iff µ is an algebraic
tree representation. Linear nondeleting algebraic tree series transductions are
defined analogously to linear nondeleting recognizable tree series transductions.

Theorem 7.7 (Kuich [41], Corollary 3.6.) Let T be a linear nondeleting alge-
braic tree series transducer and s be an algebraic tree series. Then ||T||(s) is
again algebraic.

Theorem 7.8 Let T1 and T2 be linear nondeleting algebraic tree transducers.
Then there exists a linear nondeleting algebraic tree transducer T such that
||T||(s) = ||T2||(||T1||(s)) for all s ∈ A〈〈TΣ(X)〉〉.
Proof. The construction of T from T1 and T2 is analogous to the construction
in the proof of Theorem 7.1. Theorem 7.7 proves that µ is algebraic. 2

For a family L of tree series, we define

Malg(L) = {τ(s) | s ∈ L and τ is a linear nondeleting
algebraic tree series transduction }.

Observe that by Theorem 7.8, Malg(Malg(L)) = Malg(L). A family L of tree
series is said to be closed under linear nondeleting algebraic tree series trans-
ductions, and is called an algebraic tree series cone iff L = Malg(L).

Theorem 7.9 Let L be an algebraic tree series cone and assume that L contains
some tree series s such that (s, x) = 1 for some x ∈ X∞. Then Aalg〈〈TΣ∞(X∞)〉〉 ⊆
L.
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Proof. Similar to the proof of Theorem 7.3. 2

Theorem 7.10 Aalg〈〈TΣ∞(X∞)〉〉 is an algebraic cone.

Proof. By Theorems 7.6 and 7.7. 2

Corollary 7.11 Aalg〈〈TΣ∞(X∞)〉〉 is a full AFT that is closed under linear non-
deleting algebraic tree series transductions.

8 Connections to formal power series

The application of the yield-mapping to formal tree series yields formal power
series. We will first show that macro power series are the yield of algebraic tree
series. Here, macro power series are introduced as a generalization of the OI
languages of Fischer [22] and the indexed languages of Aho [1]. Moreover, we
show a Kleene Theorem for macro power series and indexed languages. Then
we show that algebraic power series are the yield of recognizable tree series.
Finally, we prove that the yield of a full abstract family of tree series is a full
abstract family of power series.

We now introduce macro power series. Let Φ = {G1, . . . , Gn}, Φ ∩ Σ = ∅,
where Gi has rank ri, 1 ≤ i ≤ n, be a finite ranked alphabet of function
variables. We define T (Φ, X) to be the set of words over Φ∪X ∪{(}∪{)}∪{, }
satisfying the following conditions:

(i) X ∪ {ε} ⊂ T (Φ, X);

(ii) if t1, t2 ∈ T (Φ, X) then t1t2 ∈ T (Φ, X);

(iii) if G ∈ Φ, where G is of rank r ≥ 0, and t1, . . . , tr ∈ T (Φ, X) then
G(t1, . . . , tr) ∈ T (Φ, X).

The words of T (Φ, X) are called terms over Φ and X . By A〈〈T (Φ, X)〉〉 (resp.
A〈T (Φ, X)〉) we denote the set of power series whose supports are subsets (resp.
finite subsets) of T (Φ, X).

Let D′ = A〈〈(X ∪ Zr1)∗〉〉 × . . . × A〈〈(X ∪ Zrn)∗〉〉 and consider power series
si ∈ A〈〈T (Φ, X ∪ Zri)〉〉, 1 ≤ i ≤ n. Then each si induces a function s̄i : D′ →
A〈〈(X ∪Zri)∗〉〉. For (τ1, . . . , τn) ∈ D′, we define inductively s̄i(τ1, . . . , τn) to be

(i) zm if si = zm, 1 ≤ m ≤ ri; x if si = x, x ∈ X ;

(ii) t̄1(τ1, . . . , τn)t̄2(τ1, . . . , τn) if si = t1t2, t1, t2 ∈ T (Φ, X ∪ Zri);

(iii) τj(t̄1(τ1, . . . , τn), . . . , t̄rj (τ1, . . . , τn)) if si = Gj(t1, . . . , trj ), Gj ∈ Φ,
t1, . . . , trj ∈ T (Φ, X ∪ Zri);

(iv) a · t̄(τ1, . . . , τn) if si = at, a ∈ A, t ∈ T (Φ, X ∪ Zri);
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(v)
∑

j∈J r̄j(τ1, . . . , τn) if si =
∑

j∈J rj , rj ∈ A〈〈T (Φ, X ∪Zri)〉〉, j ∈ J , where
J is an arbitrary index set.

The mappings s̄i, 1 ≤ i ≤ n, are continuous and the mapping s̄ : D′ → D′,
where s̄ = 〈s̄1, . . . , s̄n〉, is again continuous. This is proved similarly to the
proof of the continuity of the mappings defined in connection with algebraic
tree systems (below Theorem 5.1).

A macro system S = (Φ, Z, X, E) (with function variables in Φ, variables
in Z and terminal symbols in X) has a set E of formal equations

Gi(z1, . . . , zri) = si(z1, . . . , zri), 1 ≤ i ≤ n ,

where each si is in A〈T (Φ, X ∪ Zri)〉.
A solution to the macro system S is given by (τ1, . . . , τn) ∈ D′ such that τi =

s̄i(τ1, . . . , τn), 1 ≤ i ≤ n, i. e., by any fixed point (τ1, . . . , τn) of s̄ = 〈s̄1, . . . , s̄n〉.
A solution (σ1, . . . , σn) of the macro system S is called least solution iff σi ≤ τi,
1 ≤ i ≤ n, for all solutions (τ1, . . . , τn) of S. Since the least solution of S is
nothing else than the least fixpoint of s̄ = 〈s̄1, . . . , s̄n〉, the least solution of the
macro system S exists in D′.

Theorem 8.1 (Kuich [43], Theorem 5.1.) Let S = (Φ, Z, Σ, {Gi = si | 1 ≤ i ≤
n}) be a macro system, where si ∈ A〈T (Φ, X ∪ Zri)〉. Then the least solution
of this macro system S exists in D′ and equals

fix(s̄) = sup(s̄i(0) | i ∈ N) ,

where s̄i, is the i-th iterate of the mapping s̄ = 〈s̄1, . . . , s̄n〉 : D′ → D′.

Theorem 8.1 indicates how we can compute an approximation to the least
solution of a macro system. The approximation sequence (τ j | j ∈ N), where
each τ j ∈ D′, associated with the macro system S = (Φ, Z, Σ, {Gi = si | 1 ≤
i ≤ n}) is defined as follows:

τ0 = 0, τ j+1 = s̄(τ j), j ∈ N .

Clearly, the least solution fix(s̄) of S is equal to sup(τ j | j ∈ N). A macro
system S = (Φ∪ {G0}, Z, Σ, {Gi = si | 0 ≤ i ≤ n}, G0) (with function variables
in Φ∪{G0}, variables in Z, terminal symbols in Σ) with initial function variable
G0 is a macro system (Φ ∪ {G0}, Z, Σ, {Gi = si | 0 ≤ i ≤ n}) such that G0 has
rank 0. Let (τ0, τ1, . . . , τn) be the least solution of (Φ ∪ {G0}, Z, Σ, {Gi = si |
0 ≤ i ≤ n}). Then τ0 is called the initial component of the least solution.
Observe that τ0 ∈ A〈〈TΣ(X)〉〉 contains no variables of Z.

A power series r in A〈〈X∗〉〉 is called macro power series iff r is the initial
component of the least solution of a macro system with initial function variable.

Analogous to the proof of Theorem 3.4 of Engelfriet, Schmidt [20] it can
be shown that, in the case of the Boolean semiring, r ∈ B〈〈X∗〉〉 is a macro
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power series iff supp(r) ∈ X∗ is an OI language in the sense of Definition 3.10 of
Fischer [22]. Moreover, by Theorem 5.3 of Fischer [22], r ∈ B〈〈X∗〉〉 is a macro
power series iff supp(r) ∈ X∗ is an indexed language (see Aho [1]).

We now define a mapping yd : A〈〈TΣ∪Φ(X ∪ Z)〉〉 → A〈〈T (Φ, X ∪ Z)〉〉. For
s ∈ A〈〈TΣ∪Φ(X ∪Z)〉〉, yd(s) is called the yield of s; yd(s) is defined inductively
to be

(i) zm if s = zm ∈ Z; x if s = x, x ∈ X ;

(ii) yd(t1) . . . yd(tr) if s = f(t1, . . . , tr), f ∈ Σr, t1, . . . , tr ∈ TΣ∪Φ(X ∪ Z),
r ≥ 0; (observe that yd(f) = ε if f ∈ Σ0);

(iii) Gi(yd(t1), . . . , yd(tri)) if s = Gi(t1, . . . , tri), t1, . . . , tri ∈ TΣ∪Φ(X ∪ Z),
1 ≤ i ≤ n;

(iv)
∑

t∈TΣ∪Φ(X∪Z)(s, t)yd(t) if s =
∑

t∈TΣ∪Φ(X∪Z)(s, t)t.

Observe that yd(s) ∈ A〈〈(X ∪ Z)∗〉〉 if s ∈ A〈〈TΣ(X ∪ Z)〉〉. Hence, our map-
ping yd is an extension of the usual yield-mapping (see Gécseg, Steinby [25],
Section 14).

We will connect algebraic tree series and macro power series by the yield-
mapping in our next theorem.

Given an algebraic tree system S = (Φ, Z, X, {Gi(z1, . . . , zri) = si | 1 ≤ i ≤
n}), we define the macro system yd(S) to be yd(S) = (Φ, Z, X, {Gi(z1, . . . , zri) =
yd(si) | 1 ≤ i ≤ n}).

Theorem 8.2 (Kuich [43], Theorem 5.5.) If (τ1, . . . , τn) is the least solution of
the algebraic tree system S then (yd(τ1), . . . , yd(τn)) is the least solution of the
macro system yd(S).

Corollary 8.3 If s is an algebraic tree series then yd(s) is a macro power
series.

Corollary 8.4 Let {•, e} ⊆ Σ, where • and e have rank 2 and 0, respectively.
Then a power series r ∈ A〈〈X∗〉〉 is a macro power series iff there exists an
algebraic tree series s ∈ A〈〈TΣ(X)〉〉 such that yd(s) = r.

Example 8.1. Let S = (Φ, Z, Σ, E, Z0) be the algebraic tree system specified by

(i) Φ = {G0, G1, G2, Z0}, where the ranks of G0, G1, G2 are 3 and the rank
of Z0 is 0;

(ii) Z = {z0, z1, z2};
(iii) Σ = Σ2 = {b}, X = {c1, c2};
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(iv) the formal equations of E are

G0(z0, z1, z2) = G0(G0(z0, z1, z2), G1(z0, z1, z2), G2(z0, z1, z2)) + b(z1, z2),
Gi(z0, z1, z2) = b(zi, zi), i = 1, 2,
Z0 = G0(0, c1, c2).

Then the initial component of the least solution of S is
∑

j≥0 b(tj1, t
j
2), where

tj1 and tj2, j ≥ 0, are defined in Example 5.1. The macro system yd(S) =
(Φ, Z, X, E′, Z0) is specified by the following formal equations of E′:

G0(z0, z1, z2) = G0(G0(z0, z1, z2), G1(z0, z1, z2), G2(z0, z1, z2)) + z1z2,
Gi(z0, z1, z2) = zizi, i = 1, 2,
Z0 = G0(0, c1, c2).

The initial component of the least solution of yd(S) is
∑

j≥0 c2j

1 c2j

2 . 2

We now introduce macro power series expressions. Assume that A, X, Z, Φ∞
and U = {+, ·, µ, [, ]} are mutually disjoint. A word E over A∪X ∪Z ∪Φ∞ ∪U
is a macro power series expression over (A, X, Z, Φ∞) iff

(i) E is in X ∪ Z ∪ {ε}, or

(ii) E is of one of the forms [E1 + E2], [E1E2], G(E1, . . . , Ek), aE1 or µG.E1,
where E1, . . . , Ek are macro power series expressions over (A, X, Z, Φ∞)
for G ∈ Φ∞ of rank k, k ≥ 0, and a ∈ A.

Each macro power series expression E over (A, X, Z, Φ∞) denotes a formal
power series |E| in A〈〈T (Φ, X ∪ Z)〉〉, where Φ is some suitable finite subset of
Φ∞, according to the following conventions:

(i) If E is in X ∪ Z ∪ {ε} then E denotes the term E, i. e., |E| = E.

(ii) For macro power series expressions E1, . . . , Ek over (A, X, Z, Φ∞), G ∈
Φ∞ of rank k, k ≥ 0, a ∈ A, we define
|[E1 + E2]| = |E1| + |E2|,
|[E1E2]| = |E1||E2|,
|G(E1, . . . , Ek)| =

∑
t1,...,tk∈T (Φ,X∪Z)(|E1|, t1) . . . (|Ek|, tk)G(t1, . . . , tk),

|aE1| = a|E1|,
|µG.E1| = µG.|E1|.

We now define a “yield-mapping” Y, which maps algebraic tree series expres-
sions over (A, Σ, X, Z, Φ∞) to macro power series expressions over (A, X, Z, Φ∞),
in the following manner:

(i) if E is in X ∪ Z then Y(E) = E,
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(ii) for algebraic tree series expressions E1, . . . , Ek over (A, Σ, X, Z, Φ∞), ω ∈
Σ of rank k, G ∈ Φ∞ of rank k, k ≥ 0, a ∈ A we define
Y([E1 + E2]) = [Y(E1) + Y(E2)],
Y(ω(E1, . . . , Ek)) = [. . . [Y(E1)Y(E2)] · · ·Y(Ek)]
(including Y(ω) = ε for k = 0, Y(ω(E1)) = Y(E1) for k = 1),
Y(G(E1, . . . , Ek)) = G(Y(E1), . . . ,Y(Ek)),
Y(aE1) = aY(E1),
Y(µG.E1) = µG.Y(E1).

We claim that yd(|E|) = |Y(E)| for an algebraic tree series expression over
(A, Σ, X, Z, Φ∞). The proof is by induction of the form of E. We only show the
case E = µG.E1. We obtain

yd(|E|) = yd(µG.|E1|) = µG.yd(|E1|) = µG.|Y(E1)| = |Y(µG.E1)| = |Y(E)| .
Here the second equality follows by the continuity of the mapping yd and the
third equality follows by the induction hypothesis.

We now define the mappings Φ1, Φ2, Φ3 analogous to these mappings in
Section 5.

These considerations, together with Corollaries 5.18 and 8.4 imply the fol-
lowing result. It can be considered as a Kleene Theorem for macro power series.

Theorem 8.5 Let {•, e} ⊆ Σ, where • and e have rank 2 and 0, respectively.
Then a power series r ∈ A〈〈X∗〉〉 is a macro power series iff there exists a
macro power series expression E over (A, X, Z, Φ∞) such that r = |E|, where
Φ1(E) = Φ3(E) = ∅.

If the basic semiring is B, then Theorem 8.5 can be considered as a Kleene
Theorem for indexed languages.

Example 8.2. Consider the macro system M = (Φ, Z, X, E, G0) with initial
function variable G0, specified by Φ = Φ0 ∪ Φ2, Φ0 = {G0}, Φ2 = {G}, X =
{c1, c2} and E = {G0 = G(c1, c2), G(z1, z2) = G(z2

1 , z2
2) + z1z2}. Since M =

yd(S), where S is defined in Example 5.2, we obtain that the initial component
of the least solution of M is given by

∑
j≥0 c2j

1 c2j

2 = |µG.[G([c1c1], [c2c2]) +
[c1c2]]|. Observe that this macro power series expression is Y(E) where E is the
algebraic tree series expression given in Example 5.2. 2

We now show that algebraic power series are the yield of recognizable tree
series.

Let zi = pi, pi ∈ A〈〈TΣ(X ∪ Zn)〉〉, 1 ≤ i ≤ n, be a simple proper finite
polynomial system with least solution (σ1, . . . , σn). Consider the proper alge-
braic system zi = yd(pi), yd(pi) ∈ A〈〈(X ∪ Zn)∗〉〉, 1 ≤ i ≤ n. Then it is easily
proved that its least solution is given by (yd(σ1), . . . , yd(σn)). This proves the
next theorem.

Theorem 8.6 If s is a recognizable tree series then yd(s) is an algebraic power
series.
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Corollary 8.7 Let {•, e} ⊆ Σ, where • and e have rank 2 and 0, respectively.
Then a power series r ∈ A〈〈X∗〉〉 is algebraic iff there exists a tree series in
Arec〈〈TΣ(X)〉〉 such that yd(s) = r.

For A = N
∞, Theorem 8.6 and Theorem 3.9 of Kuich [36] imply the following

wellknown result of formal language theory. (See also Bucher, Maurer [13],
Section 3.3, Gécseg, Steinby [25], Section 14, and Seidl [55].)

Theorem 8.8 Let G be a context-free grammar. Then for w ∈ L(G) there are
d(w) different leftmost derivations for w in G iff there are d(w) nonisomorphic
derivation trees of G with result w.

The Kleene Theorems of Section 4 imply by Corollary 8.7 Kleene Theo-
rems for algebraic power series and context-free languages. (See Kuich [37],
Gruska [30].)

We now turn to the theory of full abstract families of tree series and make
the following convention for the rest of Section 8: The set Σ∞ (resp. X∞) is a
fixed infinite ranked alphabet (resp. infinite alphabet) and Σ (resp. X), possibly
provided with indices, is a finite subalphabet of Σ∞ (resp. X∞). Moreover, Σ∞
contains a symbol • of rank 2 and a symbol e of rank 0.

We will show that, for a full AFT L, yield(L) is a full abstract family of
power series (briefly, AFP). Here yield(L) = {yd(s) | s ∈ L}.
Theorem 8.9 Let L be a equationally closed family of tree series. Then yield(L)
is closed under addition, multiplication and star and contains 0 and 1.

Proof. (i) Let r1, r2 ∈ yield(L). Then there exist s1, s2 ∈ L auch that yd(si) = ri,
i = 1, 2. Sincer L is closed under addition, s = s1 + s2 ∈ L and yd(s) =
r1 + r2 ∈ yield(L). Since L is closed under top-catenation, s′ = •(s1, s2) ∈ L
and yd(s′) = r1r2 ∈ yield(L).

(ii) Let s ∈ L and assume that x ∈ X∞ does not appear in s. Consider the
equation x = •(s, x)+e. Its least solution µx.(•(s, x)+e) is in L. Hence, the least
solution µx.yd(•(s, x) + e) = µx.(yd(s)x + ε) = yd(s)∗ of x = yd(•(s, x) + e) =
yd(s)x + ε is in yield(L). Moreover, yd(0) = 0 and 0∗ = 1 are in yield(L). 2

A multiplicative morphism

ν : X∗ → (A〈〈X ′∗〉〉)Q×Q

is called a power series representation. A power series representation ν is called
rational (resp. algebraic, macro) iff the entries of ν(x), x ∈ X , are rational (resp.
algebraic, macro) power series. A power series transducer Z = (Q, ν, S, P ) is
called rational (resp. algebraic, macro) iff ν is a rational (resp. an algebraic, a
macro) power series representation and the entries of S and P are rational (resp.
algebraic, macro) power series. A power series transduction is called rational
(resp. algebraic, macro) iff it is realized by a rational (resp. an algebraic, a
macro) power series transducer.
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Lemma 8.10 Let ν be an algebraic power series representation defined by ν :
X → (Aalg〈〈X ′∗〉〉)Q×Q. Then there exists a linear nondeleting recognizable tree
representation µ with state set Q×Q mapping Σ∪X into matrices with entries
in Arec〈〈TΣ′(X ′ ∪ Z)〉〉, Σ′ = {•, e}, such that, for all s ∈ A〈〈TΣ(X)〉〉 and
q1, q2 ∈ Q,

yd(µ(s)(q1,q2)) = ν(yd(s))q1,q2 .

Proof. We construct µ = (µk | k ≥ 0):
(i) For x ∈ X and q1, q2 ∈ Q we construct µ0(x)(q1,q2) according to Corol-

lary 8.7 with the property that yd(µ0(x)(q1,q2)) = ν(x)q1,q2 .
(ii) For ω ∈ Σ0 and q1, q2 ∈ Q we define µ0(ω)(q1,q2) = δq1,q2e, where δ is the

Kronecker symbol; hence, yd(µ(ω)(q1,q2)) = δq1,q2ε = ν(ε)q1,q2 .
(iii) For ω ∈ Σk, k ≥ 1, and q1, q2, r1, . . . , rk, s1, . . . , sk ∈ Q, we define

µk(ω)(q1,q2),((r1,s1),...,(rk,sk)) = δq1,r1δs1,r2 . . . δsk−1,rk
δsk,q2

• (z1, •(z2, •(. . . • (zk−1, zk) . . .))) .

We first consider a tree t ∈ TΣ(X) and show that yd(µ(t)(q1,q2)) = ν(yd(t))q1,q2 ,
q1, q2 ∈ Q. The proof is by induction on the structure of trees in TΣ(X). The
induction basis is true by (i) and (ii). Let now t = ω(t1, . . . , tk), ω ∈ Σk, k ≥ 1,
t1, . . . , tk ∈ TΣ(X). Then we obtain, for q1, q2 ∈ Q,

yd(µ(t)(q1,q2)) = yd(µ(ω(t1, . . . , tk))(q1,q2)) =
yd(

∑
r1,...,rk∈Q

∑
s1,...,sk∈Q µ(ω)(q1,q2),((r1,s1),...,(rk,sk))

[µ(t1)(r1,s1)/z1, . . . , µ(tk)(rk,sk)/zk]) =
yd(

∑
r1,...,rk∈Q

∑
s1,...,sk∈Q δq1,r1δs1,r2 . . . δsk−1,rk

δsk,q2

•(µ(t1)(r1,s1), •(µ(t2)(r2,s2), •(. . . , •(µ(tk−1)(rk−1,sk−1), µ(tk)(rk,sk)) . . .)))) =∑
s1,...,sk−1∈Q yd(µ(t1)(q1,s1))yd(µ(t2)(s1,s2)) . . .

. . .yd(µ(tk−1)(sk−2,sk−1))yd(µ(tk)(sk−1,q2)) =∑
s1,...,sk−1∈Q ν(yd(t1))q1,s1ν(yd(t2))s1,s2 . . .

. . . ν(yd(tk−1))sk−2,sk−1ν(yd(tk))sk−1,q2 =
ν(yd(t1) . . .yd(tk))q1,q2 = ν(yd(t))q1,q2 .

Hence, for s ∈ A〈〈TΣ(X)〉〉 and q1, q2 ∈ Q,

yd(µ(s)(q1,q2)) =
∑

t∈TΣ(X)(s, t)yd(µ(t)(q1,q2)) =∑
t∈TΣ(X)(s, t)ν(yd(t))q1,q2 = ν(yd(s))q1,q2 .

2

A nonempty family of power series is called algebraic cone iff it is closed
under algebraic power series transductions. Observe that each algebraic cone
is a (rational) cone, i. e., a family of power series closed under rational power
series transductions.

Theorem 8.11 Let L be a full AFT. Then yield(L) is an algebraic cone.
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Proof. Let s ∈ L, s ∈ A〈〈TΣ(X)〉〉, r = yd(s), and Z = (Q, ν, S, P ) be an
algebraic transducer. We will show that ||Z||(r) ∈ A〈〈X ′∗〉〉 is again in yield(L).
Observe that ||Z||(r) = Sν(r)P =

∑
q1,q2∈Q Sq1ν(r)q1,q2Pq2 , where Sq, Pq ∈

Aalg〈〈X ′∗〉〉, q ∈ Q. By Corollary 8.7 there exist sq, pq ∈ Arec〈〈TΣ′(X ′)〉〉, •, e ∈
Σ′, such that yd(sq) = Sq, yd(pq) = Pq, q ∈ Q. By Lemma 8.10 there exists
a linear nondeleting recognizable tree representation µ with state set Q × Q
such that yd(µ(s)(q1,q2)) = ν(r)q1 ,q2 for all q1, q2. Since L is equationally closed,∑

q1,q2∈Q •(sq1 , •(µ(s)(q1,q2), pq2)) is in L. Hence,

yd(
∑

q1,q2∈Q •(sq1 , •(µ(s)(q1,q2), pq2))) =∑
q1,q2∈Q yd(sq1)yd(µ(s)(q1,q2))yd(pq2) =∑
q1,q2∈Q Sq1ν(r)q1,q2Pq2 = ||Z||(r)

is in yield(L). 2

Corollary 8.12 Let L be a full AFT. Then yield(L) is a full AFP that is closed
under algebraic transductions.

Corollary 8.13 The family of algebraic power series is a full AFP closed under
algebraic transductions.

Corollary 8.14 The family of algebraic power series is a full AFP closed under
substitutions.

Theorem 8.15 Let L be a full AFT closed under algebraic tree series trans-
ductions. Then yield(L) is a full AFP closed under macro power series trans-
ductions.

Proof. Similar to the proof of Theorem 8.11. 2

Corollary 8.16 The family of macro power series is a full AFP closed under
macro power series transductions.

Corollary 8.17 The family of macro power series is a full AFP closed under
substitution.

We now turn to the language case, i. e., our basic semiring is now P(TΣ∞(X∞)).
We use without mentioning the isomorphism between P(TΣ∞(X∞)) and B〈〈TΣ∞(X∞)〉〉.

A family L of tree languages is called equationally closed iff 〈L,∪, ∅, (ω̄ |
ω ∈ Σ∞) ∪ X∞〉 is a distributive Σ∞ ∪ X∞-algebra that satisfies the following
condition:

If L ∈ L and x ∈ X∞ then the least solution µx.L of the tree
language equation x = L is in L.
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Define F̂(L) to be the smallest equationally closed family of tree languages that
is closed under linear nondeleting recognizable tree transductions and contains
L. A family L of tree languages is called full abstract family of tree languages
iff L = F̂(L).

We now connect our full abstract families of tree languages with full AFLs
(see Salomaa [54], Ginsburg [26] and Berstel [4]).

Theorem 8.18 Let L be a full abstract family of tree languages. Then yield(L)
is a full AFL that is closed under algebraic transductions.

A substitution σ is called context-free iff σ(x) is a context-free language for
each x ∈ X .

Corollary 8.19 Let L be a full abstract family of tree languages. Then yield(L)
is a full AFL that is closed under context-free substitutions.

Corollary 8.20 The family of context-free languages is an AFL closed under
substitution.

Corollary 8.21 (Aho [1], Theorem 3.4.) The family of indexed languages is an
AFL closed under substitution.
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