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#### Abstract

Let $G=(V, E)$ be an undirected simple graph and $w: E \mapsto \mathbb{R}_{+}$be a non-negative weighting of the edges of $G$. Assume $V$ is partitioned as $R \cup X$. A Steiner tree is any tree $T$ of $G$ such that every node in $R$ is incident with at least one edge of $T$. The metric Steiner tree problem asks for a Steiner tree of minimum weight, given that $w$ is a metric. When $X$ is a stable set of $G$, then $(G, R, X)$ is called quasibipartite. In [1], Rajagopalan and Vazirani introduced the notion of quasi-bipartiteness and gave a $\left(\frac{3}{2}+\epsilon\right)$ approximation algorithm for the metric Steiner tree problem, when $(G, R, X)$ is quasi-bipartite. In this paper, we simplify and strengthen the result of Rajagopalan and Vazirani. We also show how classical bit scaling techniques can be adapted to the design of approximation algorithms.
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## 1 Introduction

Let $G=(V, E)$ be an undirected simple graph and $w: E \mapsto \mathbb{R}_{+}$be a nonnegative weighting of the edges of $G$. Assume $V$ is partitioned into $R$ and $X=\bar{R}$. (From set theory, $\bar{R}=V \backslash R$ ). A Steiner tree is any tree $T$ of $G$ such

[^0]that every node in $R$ is incident with at least one edge of $T$. The metric Steiner tree problem asks for a Steiner tree of minimum weight, given that $w$ is a metric. (The weight of a tree $T$ is defined as $w(T)=\sum_{e \in T} w_{e}$ ). When no edge of $G$ has both endpoints in $X$, then $(G, R)$ is called quasi-bipartite. In [1], Rajagopalan and Vazirani introduced the notion of quasi-bipartiteness and gave a $\left(\frac{3}{2}+\epsilon\right)$ approximation algorithm for the metric Steiner tree problem, when $(G, R)$ is quasi-bipartite. In this paper, we greatly simplify the analysis of Rajagopalan and Vazirani and give a local search $\frac{3}{2}$ approximation algorithm for the same problem. We also show how classical bit scaling techniques can be adapted to the design of approximation algorithms.

Denote by $\operatorname{MST}(G, w)$ the minimum weight of a spanning tree for $(G, w)$. When $S \subseteq V$, then $\langle S\rangle$ denotes the set of those edges in $E$ with both endpoints in $S$ and $G[S]$ denotes the subgraph of $G$ induced by $S$. (That is, $G[S]=(S,\langle S\rangle))$.

The graph $G[V \backslash X]$, where $X \subseteq V$, is also denoted by $G \backslash X$ or by $G[\bar{X}]$. Let $T$ be a minimum weight spanning tree for $(G[\bar{X}], w)$ and $x$ be a node of $X$. Our arguments base on the following simple and fundamental lemma: if $\operatorname{MST}(G[\bar{X} \cup\{x\}], w) \geq w(T)$ for every $x \in X$ and $X$ is a stable set of $G$, then $\operatorname{MST}\left(G\left[\bar{X} \cup X^{\prime}\right], w\right) \geq w(T)$ for every $X^{\prime} \subseteq X$.

## 2 An useful lemma

Let $G=(V, E)$ be an undirected simple graph and $w: E \mapsto \mathbb{R}_{+}$be a nonnegative weighting of the edges of $G$. Let $X \subseteq V$ be a stable set of $G$. In the next section, the following lemma is put into use.

Lemma 1 Let $X$ be a stable set of $G$. Assume $\operatorname{MST}(G[\bar{X} \cup\{x\}], w) \geq$ $\operatorname{MST}(G[\bar{X}], w)$ for every node $x \in X$. Then $\operatorname{MST}\left(G\left[\bar{X} \cup X^{\prime}\right], w\right) \geq$ $\operatorname{MST}(G[\bar{X}], w)$ for every $X^{\prime} \subseteq X$.

To prove Lemma 1, we need to introduce some notations and facts. Usually, we consider a tree $T$ to be just a set of edges. Sometimes however, and depending on our convenience, a tree $T$ will be regarded as the graph $(V(T), T)$, where $V(T)$ is the set of endnodes of edges in $T$. Let $V_{1}, \ldots, V_{k}$ be a partition of $V$. Denote by $G<V_{1}, \ldots, V_{k}>$ the graph obtained from $G$ by identifying all nodes of $V_{i}$ into a single node (for $i=1, \ldots, k$ ).

Lemma 2 Let $v_{1}, \ldots, v_{k}$ the neighbors of a node $x$ in $G$ and $C_{1}, \ldots, C_{k}$ a partition of $V \backslash\{x\}$ such that $v_{i} \in C_{i}$ (for $i=1, \ldots, k$ ). Assume $w(\delta(x))<$ $\operatorname{MST}\left(G[V \backslash\{x\}]<C_{1}, \ldots, C_{k}>, w\right)$. Then $\operatorname{MST}(G, w)<\operatorname{MST}(G \backslash$ $\{x\}, w)$.

Proof: Let $T$ be any spanning tree for $(G \backslash\{x\}, w)$. It suffices to show that there always exists a spanning tree $F$ of $T<C_{1}, \ldots, C_{k}>$ such that $T \backslash F \cup \delta(x)$ is a spanning tree of $G$. Let $v$ be a leaf of $T$ and let $v u$ be the edge of $T$ incident with $v$. W.l.o.g. assume $v \in C_{1}$.
Case 1: Assume that $v \neq v_{1}$. Let $T^{\prime}=T \backslash\{v u\}$ and $G^{\prime}$ be the graph obtained from $G$ by identifying node $v$ with node $u$. (All edges previously incident with $v$ will become incident with $u$, and $v$ is removed). Note that $T^{\prime}$ is a spanning tree for $G^{\prime} \backslash\{x\}$. Let $F$ be a spanning tree of $T^{\prime}<C_{1} \backslash\{v\}, C_{2}, \ldots, C_{k}>$ such that $T^{\prime} \backslash F \cup \delta(x)$ is a spanning tree of $G^{\prime}$. But then, $F$ is a spanning tree of $T<C_{1}, \ldots, C_{k}>$ such that $T \backslash F \cup \delta(x)$ is a spanning tree of $G$.
Case 2: Assume therefore that $v=v_{1}$. This time $G^{\prime}$ and $T^{\prime}$ are obtained from $G$ and $T$ as follows. First remove edge $v u$ from $T$, and in $G$, remove $x v$ and identify $v$ with $u$. Next, as long as $T$ contains an edge $a b$ with $a \in C_{1}$, then remove $a b$ from $T$ and in $G$ identify $a$ with $b$. Let $G^{\prime}$ and $T^{\prime}$ be the graph and the tree so obtained. Note that $T^{\prime}$ is a spanning tree for $G^{\prime} \backslash\{x\}$. Let $F$ be a spanning tree of $T^{\prime}<C_{2}, \ldots, C_{k}>$ such that $T^{\prime} \backslash F \cup \delta(x)$ is a spanning tree of $G^{\prime}$. But then, $F \cup\{v u\}$ is a spanning tree of $T<C_{1}, \ldots, C_{k}>$ such that $T \backslash F \cup \delta(x)$ is a spanning tree of $G$.

Proof of Lemma 1: It suffices to show that if $\operatorname{MST}\left(G\left[\bar{X} \cup X^{\prime}\right], w\right)<$ $\operatorname{MST}(G \backslash\{x\}, w)$ for some $X^{\prime} \subseteq X$ with $\left|X^{\prime}\right| \geq 2$, then $\operatorname{MST}(G[\bar{X} \cup$ $\left.\left.X^{\prime \prime}\right], w\right)<\operatorname{MST}(G \backslash\{x\}, w)$ for some proper subset $X^{\prime \prime}$ of $X^{\prime}$. Let $T^{\prime}$ be a spanning tree of $G\left[\bar{X} \cup X^{\prime}\right]$ with $w\left(T^{\prime}\right)<\operatorname{MST}(G \backslash\{x\}, w)$. In a minimal counterexample, we can always assume that $X^{\prime}=X$ and that every edge of $G$ with an endpoint in $X$ is contained in $T^{\prime}$. Let $x$ be any node in $X$ and $X^{\prime \prime}=X \backslash\{x\}$. Let $v_{1}, \ldots, v_{k}$ be the neighbors of $x$ in $G$. Consider the connected components $\tilde{C}_{1}, \ldots, \tilde{C}_{k}$ of the graph obtained by removing node $x$ from the graph $T^{\prime}$. (Assume w.l.o.g. that $v_{i} \in \tilde{C}_{i}$, for $\left.i=1, \ldots, k\right)$. If $\operatorname{MST}\left(G\left[\bar{X} \cup X^{\prime \prime}\right], w\right) \geq w\left(T^{\prime}\right)$, then $w(\delta(x))<$ $\operatorname{MST}\left(G[V \backslash\{x\}]<\tilde{C}_{1}, \ldots, \tilde{C}_{k}>, w\right)$. For $i=1, \ldots, k$, let $C_{i}=\tilde{C}_{i} \cap \bar{X}$. Since $X$ is a stable set of $G$, then $G[\bar{X}]<C_{1}, \ldots, C_{k}>=G[V \backslash\{x\}]<$ $\tilde{C}_{1}, \ldots, \tilde{C}_{k}>$. Hence $\operatorname{MST}\left(G[\bar{X}]<C_{1}, \ldots, C_{k}>, w\right)>w(\delta(x))$. By Lemma $2, \operatorname{MST}(G[\bar{X} \cup\{x\}], w)<\operatorname{MST}(G[\bar{X}], w)$.

## 3 The result

Let $G=(V, E)$ be an undirected simple graph and $w: E \mapsto \mathbb{R}_{+}$be a nonnegative weighting of the edges of $G$. In this section, we also assume that $w$ satisfies the triangle inequality and that $(G, R)$ is quasi-bipartite.

Let $\bar{T}$ be an optimal Steiner tree for $(G, R, w)$. If we knew which of the nodes of $X$, say $\bar{I} \subseteq X$, are actually in $V(\bar{T})$, then we could find an optimal Steiner tree by computing a minimum spanning tree of $(G[R \cup \bar{I}], w)$. Moreover, since $w$ is a metric, there always exists an optimal solution $\bar{T}$ such that no node in $\bar{I}$ is incident with less than 3 edges in $\bar{T}$. As observed by Rajagopalan and Vazirani in [1], the following local search algorithm returns a $\frac{3}{2}$-optimal Steiner tree, i.e. a Steiner tree $\tilde{T}$ with $w(\tilde{T}) \leq \frac{3}{2} w(\bar{T})$.

```
Algorithm 1 Local_Steiner_Tree \((G, R, w)\)
1. \(I \leftarrow \emptyset ; T \leftarrow\) any minimum spanning tree of \((G[R \cup I], w)\);
    while \(\exists x \in X \backslash I\) such that \(\operatorname{MST}(G[R \cup I \cup\{x\}], w)<w(T)\) do
        \(I \leftarrow I \cup\{x\} ; T \leftarrow\) any minimum spanning tree of \((G[R \cup I], w)\);
        remove from \(I\) all nodes with degree one in \(T\); update \(T\) accordingly;
        (drop the corresponding leafs);
5. remove from \(I\) all nodes with degree two in \(T\); update \(T\) accordingly;
        (shortcut the pairs of consecutive edges si and it with the single
        edges \(s t\) );
    return \(T\);
```

We offer a direct and simple proof of the following result.
Theorem 3 The Steiner tree output by Algorithm 1 is within a factor of $\frac{3}{2}$ from optimum.

Proof: Let $\tilde{T}$ be the Steiner tree output by Algorithm 1 and let $\bar{T}$ be an optimal Steiner tree for $(G, R, w)$. Let $\tilde{I}=V(\tilde{T}) \backslash R$ and $\bar{I}=V(\bar{T}) \backslash R$. In $\tilde{T}$, consider the stars of the nodes in $\tilde{I}$. Since $(G, R)$ is quasi-bipartite, then these stars are all disjoint. Moreover, by steps 4 and 5 , each star contains at least three edges. For every $x \in \tilde{I}$, let $e_{x}$ be any edge of $\tilde{T}$ incident with $x$ and with smallest possible weight. By the above remarks, $\sum_{x \in \tilde{I}} w\left(e_{x}\right) \leq \frac{1}{3} w(\tilde{T})$. Since for every $x \in \tilde{I}$ one of the two endpoints of $e_{x}$ is in $R$, then there exists a spanning tree $T$ of $G[R \cup \bar{I} \cup \tilde{I}]$ with $w(T) \leq w(\bar{T})+\frac{1}{3} w(\tilde{T})$. (Take any spanning tree in $\bar{T} \cup\left\{e_{x}: x \in \tilde{I}\right\}$ ). By step $3, \operatorname{MST}(G[R \cup \tilde{I} \cup\{x\}], w) \geq w(\tilde{T})$ for every $x \in X \backslash \tilde{I}$. By Lemma 1,
$w(T) \geq w(\tilde{T})$. Combining, $w(\bar{T})+\frac{1}{3} w(\tilde{T}) \geq w(\tilde{T})$. So, $w(\tilde{T}) \leq \frac{3}{2} w(\bar{T})$.

## 4 Running time

In this section, we show how a bit-scaling technique can be employed to derive an implementation of Algorithm 1 with running time polynomial in the size of the input.

Consider the sequence of weightings $w=w_{0}, w_{1}, \ldots$, where, for $i>0, w_{i}$ is defined as follows: $w_{i}(e)=\left\lfloor\frac{w_{i-1}(e)}{2}\right\rfloor$. Let $k$ be the smallest index for which $w_{k}(e) \leq 1$ for every edge $e$ of $G$. Therefore $k \leq \log _{2}(\max \{w(e): e \in E\})$. When Algorithm 1 is executed on $\left(G, R, w_{k}\right)$ as input, then loop $2-5$ will cycle at most $n$ times, since $w_{k}$ is a 0,1 -vector. The output will be a tree $T_{A P X}^{k}$. Note that $T_{A P X}$ is a $\frac{3}{2}$-optimal Steiner tree for $\left(G, R, w_{k}\right)$.

For $i=0,1, \ldots, k$, let $T^{i}{ }_{O P T}$ be an optimal and $T^{i}{ }_{A P X}$ be a $\frac{3}{2}$-optimal Steiner tree in $\left(G, w_{i}\right)$. Hence,

$$
w_{i}\left(T_{A P X}^{i}\right)-w_{i}\left(T^{i-1}{ }_{O P T}\right) \leq w_{i}\left(T_{A P X}^{i}\right)-w_{i}\left(T_{O P T}^{i}\right) \leq \frac{1}{2} w_{i}\left(T_{O P T}^{i}\right)
$$

Moreover, since every tree has less that $n$ edges, we have:

$$
w_{i-1}\left(T^{i}{ }_{O P T}\right)-w_{i-1}\left(T^{i-1}{ }_{O P T}\right) \leq\left(2 w_{i}\left(T^{i}{ }_{O P T}\right)+n\right)-2 w_{i}\left(T^{i-1}{ }_{O P T}\right) \leq n
$$

Therefore,

$$
\begin{aligned}
& w_{i-1}\left(T^{i}{ }_{A P X}\right)-w_{i-1}\left(T^{i-1}{ }_{O P T}\right) \leq\left(2 w_{i}\left(T_{A P X}^{i}\right)+n\right)-2 w_{i}\left(T^{i-1}{ }_{O P T}\right) \leq \\
& n+2\left(w_{i}\left(T^{i}{ }_{A P X}\right)-w_{i}\left(T^{i-1}{ }_{O P T}\right)\right) \leq n+2\left(\frac{1}{2} w_{i}\left(T_{O P T}^{i}\right)\right) \leq \\
& n+\frac{2}{2}\left(\frac{1}{2} w_{i-1}\left(T_{O P T}^{i}\right)\right) \leq \\
& n+\frac{1}{2}\left(w_{i-1}\left(T^{i}{ }_{O P T}\right)+w_{i-1}\left(T^{i-1}{ }_{O P T}\right)-w_{i-1}\left(T^{i-1}{ }_{O P T}\right)\right) \leq \\
& n+\frac{1}{2} w_{i-1}\left(T_{O P T}^{i-1}\right)+\frac{1}{2}\left(w_{i-1}\left(T_{O P T}^{i}\right)-w_{i-1}\left(T^{i-1}{ }_{O P T}\right)\right) \leq \\
& n+\frac{1}{2} w_{i-1}\left(T^{i-1}{ }_{O P T}\right)+\frac{1}{2}(n)=\frac{3}{2} n+\frac{1}{2} w_{i-1}\left(T^{i-1}{ }_{O P T}\right)
\end{aligned}
$$

We conclude that $w_{i-1}\left(T_{A P X}^{i}\right) \leq \frac{3}{2} n+\frac{3}{2} w_{i-1}\left(T^{i-1}{ }_{O P T}\right)$. Therefore, by executing loop $2-5$ at most $\frac{3}{2} n$ times, then Algorithm 1 finds a $\frac{3}{2}$-optimal Steiner tree in $\left(G, w_{i-1}\right)$ starting from any $\frac{3}{2}$-optimal Steiner tree in $\left(G, w_{i}\right)$.
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