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A Note on Frame Distributions

Anders Kock and Gonzalo E. Reyes

ABSTRACT In the context of constructive locale or frame theory (locale
theory over a fixed base locale), we study some aspects of 'frame distributions’,
meaning sup preserving maps from a frame to the base frame. We derive a relation-
ship between results of Jibladze-Johnstone and Bunge-Funk, and also descriptions
in distribution terms, as well as in double negation terms, of the ’interior of closure’
operator on open parts of a locale.

Introduction

This paper grew out of an interest in studying constructive locale theory, and
thus continues the tradition from [6], [5], [3], [8], [1], and many others!.

More precisely, we study locales in a topos, and in particular, locales
over a given base locale; so our study comprises what [5] calls fibrewise no-
tions, like fibrewise dense, and fibrewise closed. The methods are of algebraic
nature, with emphasis on frames, nuclei, and lattice theory in general.

The paper is divided into three sections, all three of elementary lattice
theoretic character. In the first, we derive the Jibladze-Johnhnstone Theo-
rem (characterizing relatively closed sublocales) by analyzing a certain pair
of adjoint functors. We use this, in the second section, to derive a relation-
ship between certain ”intensive” and ”extensive” quantities (in the sense of
Lawvere [10]) on an open locale; the extensive quantities in question being
certain ”frame distributions”, suggested by Lawvere [9] [10], and studied by
Bunge and Funk in [1]. We give an alternative proof of their result: iden-

tifying these frame-distributions on a locale M with certain sublocales of
M.

LA preliminary version ”Frame distributions and support” was made available on the
internet already in January 1996 (as announced on the Categories Mailing List) The
present version is identical to that one, except for some omissions and slight reformulations.




In the third section we prove that three closure operators on an open
frame coincide; one of these derives from the adjoint pair relating opens and
frame distributions, the other from interior and relative closure on sublocales,
and the third being a generalized double negation nucleus.

We would like to thank Marta Bunge and Steve Vickers for fruitful discus-
sions on some of the topics treated here. The research of the second author
was partly supported by a grant from the National Research and Engineering
Research Council of Canada.

1 The Jibladze-Johnstone correspondence

The title of this section refers to a bijection between ”fibrewise closed” nuclei
on a frame A, relative to a fixed base frame ¢ : B — A, and a certain
equationally described class of maps B — A, called the B-nuclei on A.
We shall give an alternative, elementary, description of this correspondence,
deriving it from an adjointness, (and using a ”generalized double negation
nucleus”).

Let A be an arbitrary frame, and ¢ : X — A a family of elements in
A (X being an arbitrary set; in the Jibladze-Johnstone case [3], X would
be the base frame B and ¢ would be a frame map). We shall keep X fixed
in what follows, and often omit the map ¢ from the notation, i.e. consider
X as a subset of the frame A. Let as usual NA denote the frame of nuclei
on A, under the pointwise order (so NA is the dual lattice of the lattice of
sublocales of the locale corresponding to A). Also, let AX be the frame of
all maps from X to A (with pointwise frame structure). We have a map
d: NA — AX, namely restriction along ¢ (so ¢ takes a nucleus j : A — A
to the map jo ¢ : X — A). Since infima are computed pointwise in NA as
well as in A%, it follows that ® preserves infima, and thus has a left adjoint
U. The fixpoint sets of the two composites ® o ¥ and ¥ o & are therefore
isomorphic, via & and ¥. We shall in fact prove that this isomorphism is the
correspondence of [3].

We first prove that the formula of Johnstone and Jibladze (Lemma 1.1 of
[3]) provides the left adjoint ¥ of the "restriction” map &:

Proposition 1 If k: X — A is any map, V(k) is the nucleus

V {e(k(z)) Ao(x)},

zeX



where the join is taken in the frame N A, and where c(k(zx)) denotes the closed
nucleus k(x) V — on A and o(x) denotes the open nucleus v — — on A.

Proof. We prove the two inequalities
U(2(5)) <
for any nucleus j on A, and
k< ®(¥(k))
for any map k: X — A. As for the first, this amounts to proving

VAeli(@)) Ao(2)} <,

so for each z € X, we should prove c(j(z)) A o(z) < 7, i.e. for each a € A,
we should prove (j(z) V a) A (x — a) < j(a). Using distributivity of A over
V, this amount to proving the two inequalities j(z) A (x — a) < j(a) and
a A (z — a) < j(a). The former follows from (x — a) < (j(z) — j(a)), and
the second from a A (z — a) = a and a < j(a).

For the second inequality, we should prove for each y € X that

k(y) < (V {elk(@) Ao(z)H(y);

zeX

it suffices to prove k(y) < (c(k(y)) Ao(y))(y), ie. k(y) < (k(y) Vy)A(y = y),
which is clear, without any assumptions on k.

By the adjointness ¥ F &, it follows that the fixpoints for Vo ® : NA —
N A consist of those elements j which are minimal in ®~!(®(5)), i.e. consists
of nuclei 7 which are smallest among those with a given restriction along
X — A. This is precisely the definition of j being closed relative to X — A
("fibrewise closed” in the terminology of [3]). This identifies the fixpoint
lattice of ¥ o ® as the relatively closed nuclei on A (relative to X — A).
(And the operator ¥ o & is closure-relative-to-X.)

Theorem 1 A map k : X — A is a fizpoint for ® o U : AX — AX if and
only if k satisfies the equation

z = k(y) = k(z) = k(y) (1)

forall z,y € X.



(Recall that  — k(y) in full notation would be ¢(x) — k(y); the equation
of the theorem is of course the definition in [3] of the notion of an X-nucleus.
So in some sense, our result gives a "proof” of that definition, i.e. derives it
from an adjointness.)

Proof. If j € NA is a nucleus, then its restriction along ¢ : X — A
satisfies the equation ( 1); this is essentially Corollary 3.2 in [3], and is
anyway an immediate consequence of the law a — j(b) = j(a) — j(b) that
holds for all nuclei j. Since any fixpoint of ® o ¥ is in the image of P,
this proves that fixpoints k satisfy the equation. Conversely, assume that
k: X — A satisfies the equation ( 1). To prove k = ®(U(k)), it suffices to
prove

S(U(k) < k,

since the adjointness takes care of the other inequality. Let us, for z € X,
denote the nucleus c¢(k(z)) A o(x) by j.; so that we should show V/, j. < k.
The join here is not formed pointwise; the trick is to find a generalized double
negation nucleus which is an upper bound for the constituents.

Specifically, we first prove that ( 1) implies that, for every z € X, j,ok =
k. We have in fact, for z,y € X that

= (k(z) Nk(y)) V k(y) = k(y).

Using the law ja A (a — b) < jb which holds for any nucleus j, we therefore
have, for all z,y in X and a in A,

Jz(a) A (a — k(y)) < jo(k(y)) = k(y)

and so j(a) < (a — k(y)) = k(y). Thus we have for each x that

gz < N\ (=) = E(y) = k().

yeX

Since the right hand side here is a (generalized double negation) nucleus, we
get in N A that



V je < AN (=) = k() = k(y).

rzeX yeX

Applying the two nuclei appearing here on an arbitrary z € X, we get

(V 5a)(z) < A (2 = k(y)) = k(y) < (2 = k(2)) = k(2) = k(2)

zeX yeX

(the last by ¢ < k which follows from the consequence z — k(z) = k(z) —
k(z) =1 of (1). This proves the desired inequality and thus the Theorem.

2 Distributions and support

We consider in this section frames A in an arbitrary topos (of which we talk
as if it were the category of sets). We also consider the frame Q of ”truth
values” in the topos. It is the initial frame, and the unique frame map 2 — A
we denote by ¢. We are then in the situation of the previous section, with
X = (), Since the x € X now are truth values, we find it more natural to
denote them A, X', etc. (Top and bottom will be denoted by 1 and 0, though,
not ’true’ and ’false’.)

We collect in the following two Propositions some, probably well known,
facts from intuitionistic lattice theory. First

Proposition 2 The (unique) frame map ¢ : Q@ — A is the smallest among
all maps (order preserving or not) that preserve 1.

Proof. Let k : © — A preserve 1. Since in Q, A = V{1 | A} and ¢
preserves suprema and 1, we get ¢(A) = V{14 | A}. To prove V{14 | A\} <
k(X), it suffices to prove 14 < k(\) assuming that A holds , i.e. under the
assumption that A = 1, which is clear since k(1) = 14 by assumption.

Proposition 3 Let p: A — Q be sup preserving. Then we have the ”Frobe-
nius law”

pla A p(A)) = pla) A A
foralla € A and X € ().



(The Proposition holds even when A is just assumed to be a sup lattice,
and ¢ preserves sup and 1.)

Proof. We note that o ¢ < identity,. For, {2 is the free sup lattice on
one generator 1, and certainly u(¢(1)) < 1. The proof of the Proposition is
now obvious: viewing the two sides of the Frobenius law as defining maps
A x Q — Q, we just have to see that the subobjects of A x Q classified by
the two sides are equal, i.e., assume the left hand side (for a given a, \) is
1, prove that so is the right hand side, and vice versa, which is trivial, using

(o(A)) < A

Proposition 4 Assume k : Q2 — A is inf-preserving, or equivalently, that is
has a left adjoint. Then it is an Q-nucleus, i.e satisfies the equation ( 1),
and hence, by Theorem 1, is fixed for the construction ® o U,

Proof. For A and X in , we have must prove
(@(A) = k(X)) = (k(A) = k(X))

The inequality > holds just because ¢ < k by Proposition 2. For the other
inequality, assume an a in A satisfies a < (¢(A) — k(N')), or equivalently
aNP(N) < k(N). If u denotes the left adjoint of &k, we thus have pu(aAp(N)) <
X, hence by the Frobenius identity (Proposition 3), we have u(a) AX < X,
hence p(a) < (A — X), and hence by adjointness a < k(A — X). But
since k preserves A, we have k(A — X) < k(A) — k()). So we conclude
a < k(\) — k(X), and since this holds for all a, we get the other inequality
<, and the Proposition is proved.

In the (Lawvere) conceptual framework mentioned in the introduction,
the frame O(M) associated to a locale M may be thought of as an ”algebra”
of intensive quantities on the "space” M (in particular, it behaves contravari-
antly with respect to locale maps M — N). One then gets a space D'(M)
of extensive quantities (behaving covariantly) on M by taking the dual of
O(M) in an appropriate ”linear” category, which we (in the spirit of [6])
take to be the category sl of sup-lattices, with (2 as the dualizing object.
This general viewpoint was advocated by Lawvere in [9], [10], and studied
in several special cases by Bunge, and in the particular one here, by Bunge
and Funk, [1]. We follow them in thinking of O’(M) as consisting of a kind
of "distributions” on M. So by definition,

0'(M) = sl(O(M), ),

6



and this set inherits a (pointwise) sup-lattice structure from that of Q (be-
cause the theory of sup-lattices is ”commutative” in an appropriate sense).
In general, O'(M) will neither be a frame nor a coframe. Now every sup
lattice map p : A — () has a right adjoint k£ : 2 — A, and this gives rise
to an order-isomorphism sl(O(M),Q2) = il(2, O(M))°, where il(—, —) de-
notes the partially ordered set of inf -lattice maps. Also, by the standard
correspondence between nuclei on O(M) and sublocales of M, we have an
isomorphism sub(M) = N(O(M)). Let us denote by sub,(M) the lattice of
those sublocales M' C M with the property that M’ — 1 is open, i.e. is such
that the unique frame map ¢ : Q — O(M’) has a left adjoint. This is easily
seen to be equivalent to saying that the map jo ¢ : Q@ — O(M) has a left
adjoint (or equivalently, preserves infima), where j is the nucleus correspond-
ing to M’ C M. Let us call the lattice of these nuclei No(O(M)). So the ¢
construction of Section 1 restricts to a map: ® : N,(O(M)) — il(2, O(M)).
Also, the construction ¥ (restricted to il(€2, O(M))) factors through N,; for,
if k:Q — O(M) is inf-preserving, it is a fixpoint for ® o ¥ by Proposition
4, meaning that &k = U(k) o ¢, so W(k) o ¢ is inf-preserving since k is. It
follows that the adjoint pair ¥ 4 ® of Section 1 restricts to a pair of adjoints
between il(£2, O(M)) and No(O(M)).
Putting these together, we get a pair of adjoints

PP
sI(O(M), Q) 2 il(Q, O(M))* \ip N,(O(M))? = suby(M).  (2)

Since inf-lattice maps k are fixed under ® o ¥, as we just observed, it follows
that sl(O(M), ) is fixed under the adjoint pair displayed. Since the fixpoints
for the composite ¥ o & are the relatively closed nuclei, it follows that the
fixpoints on the right in the displayed pair of adjoints are those relatively
closed sublocales M’ C M which furthermore belong to sube(M), i.e such
that M’ — 1 are open. This is the Bunge-Funk correspondence, [1] Theorem
2.1. One may think of the M’ C M corresponding to a frame distribution
w: O(M) — Q as its support.



3 Regularization

In this section we extend to open locales M the well known topological inter-
pretation of the double negation operator on opens of a topological space M:
——U = "interior of closure”. The operator "interior of closure”, or equiva-
lently ——, applied to U, is called the reqularization of U. The regular opens of
M constitute (classically) a complete Boolean algebra, Reg(M), which is not
spatial, in general. In our context, closure and "negation” will be replaced
by relative notions.

Let M be a locale and let o : O(M) — Sub(M) be the natural inclusion
which to an U € O(M) associates the open sublocale o(U) of M given by
the nucleus U — —. Since o preserves suprema, it has a right adjoint o -
interior, as is well known. (We shall give an explicit formula for it in Lemma
1 below, but this formula is not needed in the proof of the main Theorem 2.)

We shall consider the map

/;mMy+aw@

given by (fU)(V) = pos(U N V), where pos is left adjoint to the unique
frame map ¢ : Q@ — O(M); the existence of such left adjoint is the open-ness
assumption on M. ? Since also U N — is a left adjoint, UN— - (U — —), it
follows that

/U—|(U—>—)o¢ (3)

so in particular, [U is sup preserving, so [U € O'(M). The reader may
think of [U as [y, i.e. as f — [, f dA.

Proposition 5 The map [ : O(M) — O'(M) is a sup lattice map which
preserves 1.

Proof. Preservation of suprema follows from the fact that suprema in
O'(M) = sl(O(M),Q) are computed pointwise. The last assertion is that
J(M) is the largest frame distribution. But since [(M) = pos, this means
that for any frame distribution u, we have p < pos. By considering the right

2Qur [ is a restriction of the map x : sub(M) — sl(O(M),sub(1)) considered in [1]
under the name ’support map’. In [2], they analyze it in terms of the multiplicative action
of intensive quantities on extensive ones, the ”intensive” v € O(M) being sent to u - ey,
where e, is the distribution ”total”, which is synonymous with our pos.



adjoints k and ¢ of p and pos, respectively, this is equivalent to ¢ < k. But
¢ is the smallest map preserving the top element, by Proposition 2.

Corollary 1 The map [ : O(M) — O'(M) has a right adjoint i.

The map ¢ should be thought of as some kind of density-function for-
mation, cf. also Bunge and Funk’s [2] (their Proposition 3.4 seems to be
analogous to part of the following). We don’t have an explicit formula for i,
but we do have one for its composite with [ in the following Theorem. Recall
that the fixpoints for W o & : Sub(M) — Sub(M) are the relatively closed
sublocales, and in fact is is clear from the adjointness between ® and ¥ that
this composite is in fact the relative closure formation. We shall denote it
closure. Then we have

Theorem 2 The following operators on O(M) coincide:

(i) io J(=);

(77) Nxea(— — @A) = d(A) (which we shall denote Lo(—) );
(111) interior o closureo o.

In particular, this operator is a nucleus on O(M).

Proof. We investigate the effect of these three operations on a fixed open
sublocale V. For short, when we say that we "prove (i) < (ii)”, we mean
that we prove that the result of applying the operator in (i) to V is < the
result of applying (ii) to V.

To show that (i)=(ii), we first prove the inequality (i)<(ii). So assume
U € O(M) satisfies U < i([ V). We need to show U < A(V — ¢(N)) — &(N).

But
ng'(/V)

Jusfv

V—=o(-)<U—=o(-)

if and only if

if and only if



(by "mating”, using (3)) which in turn holds if and only if
V = ¢(A) < U — ¢(A) for all A€ Q.

This in turn implies the second inequality in

U<(U—=06) = o) < (V= o) = (N

so that
/\ (V= o(N) = o(N).

A€

Conversely, to prove (ii)<(i), assume that U < Ayeo(V — ¢(A)) — &(N).
We need to show U < i(f V). We have for all A € Q that U < (V — ¢(A)) —
¢(A) and hence also

(U = ¢(A) = o(A) < (V= 6(X)) = o(N)
since (— — @¢(A\)) = @(\) is a closure operator. Applying — — ¢()\), we get

(V= 8(A) = ¢(N) = ¢(A) < (U = ¢(A) = o(A)) = o(A),

and using the law analogous to ——— = —, we conclude that V' — ¢()\) <
U — ¢(A); this holds for all A € Q, so

V= o(=) <U— ().

By mating and the formula ( 3), we get [U < [V, or equivalently U <
To prove that (i) = (iii), we note the following reformulation of formula

(3):

Proposition 6 We have [ = ®P oo : O(M) — O'(M) and i = interior o
wer: O'(M) — O(M).

Proof. The right adjoint of [ U is given by formula (3), thus by ®(U —
—) which is also by definition the right adjoint of ®°?(o(U)). The second
formula follows from the first by taking right adjoints.

Composing the last formula on the right with [ gives

70 / = interioro U o / = interioro U o &P o o = interior o closure o o.

10



This proves that the three operators agree. Since the second one is a (gener-
alized double negation) nucleus, the last assertion follows.

Generalized double negation nuclei appear also in [5] and [8]. The Lq of
the Theorem will be denoted just by L in the following. So M} denotes the
locale whose frame of opens is the frame of fixpoints for L. (They are the
"relatively regular opens”.) It is a sublocale of M, and in fact, according
to [5] Lemma 1.2, is the smallest dense sublocale of M, for the appropriate
relative notion of density. The following result is an immediate consequence
of results in loc. cit. (notably Lemma 1.11 (ii)), but we shall give a direct
proof, not utilizing these:

Proposition 7 If M is an open locale, then so is the locale M,

Proof. It is immediate that every ¢()\) is fixed for L, so that ¢ : Q —
O(M) factors across the inclusion [ : Fix(L) — O(M), by an order preserving
map ¢', say. Since [ is full and faithful and has adjoints on both sides, it
follows that ¢’ has adjoints on both sides. In fact, poso I is a left adjoint of
¢', and thus M, is open (Frobenius identity being automatic for left adjoints
into €, by Proposition 3).

Proposition 8 The construction M — My, defined on open locales is idem-
potent. Locales of form My, are precisely the open pre-boolean locales, in the

sense of [8].

Proof. The first assertion may be deduced from Johnstone’s density
characterization of the M}, construction, as quoted above, together with the
fact that a composite of two dense maps is dense. A more elementary proof
goes as follows. We want to prove that the ”generalized double negation”
nucleus L' for the frame Fix(L) is the identity. But the inclusion Fix(L) C
O(M) preserves meets (being a right adjoint) and also preserves —; and
finally, since the elements of form ¢(\) € O(M) also are fixed for L, ¢ factors
through Fix(L) by a frame map ¢’ : Q — Fix(L), and thus all the building
blocks for L' are preserved by the inclusion Fix(L) C O(M), and thus L on
O(M) restricts to L' on Fix(L). Since L is certainly the identity operator
on Fix(L), it follows that so is L', proving the first assertion. The second
assertion follows from the openness assertion of the previous Proposition.

11



We finish by a generalization of the equality (ii)=(iii) of Theorem 2. Let
X be an arbitrary subset of a frame O(M). If j is a nucleus on O(M), we
denote by closurex(j) the closure of j with respect to X, which by Proposi-
tion 1 is given as \/, ¢(j(x)) A o(z), the smallest nucleus agreeing with j on
X. (It is < j in the frame N(O(M)); the word ”closure” refers to the dual
lattice Sub(M).)

Recall also that o : O(M) — Sub(M) has a right adjoint interior :
Sub(M) — O(M). We then have

Theorem 3 For any set X C O(M), we have
wnterior o closurex o o = Lx

where Lx is the generalized double negation nucleus

N (== 2z) =z

zeX

Proof. Recall that N(O(M)) under the pointwise ordering is a frame, in
particular a Heyting algebra, so that — makes sense in it. We shall need

Lemma 1 Given a nucleus j, then interior(j) € O(M) is the element (—7)(0).

Proof. This will follow by proving that it satisfies the two adjunction
inequalities characterizing the right adjoint of 0. They are

y < (—0o(y))(0) for all y in O(M)
and an inequality in Sub(M), which in the dual poset N(O(M)) is
j < ol(~)(0)) for all j in N(O(M)),

respectively. The former is actually an equality: the open nucleus o(y) has
a complement, namely the closed nucleus ¢(y) = y V —, which is thus —o(y),
and certainly ¢(y)(0) = y. The second inequality means that

i(y) < ((=4)(0)) =y

12



for all y. But

J) A (=9)0) <jw) A (=)y) =G A-5)Y) =y

since meets are computed pointwise, and the bottom nucleus j A —j is the
identity map of O(M). From this, the desired inequality follows by exponen-
tial adjointness, and the Lemma is proved.

We shall need yet another calculation.
If x,y, z are elements in any Heyting algebra A, with x < z, then

z=(xViz—=(xVy)) <z — (zVy). (4)
For
(z—=(xV(z—=(xVy))) Az
< (zV(z—=(xVy) Az by modus ponens
= (zAz) V (z—=(xVy)) Az by distributivity
= zV(z=(xVy)Az since z < z
< zV(xVy =xVy by modus ponens,

so by exponential adjointness, we get (4).

If now A is a frame O(M), and = < z, the inequality (4) implies that
the composite o(z) o ¢(x) of the nuclei ¢(z) = xV — and o(z) = (z — —)
is an idempotent map. But it is well known, and easy to see, that the
composite j; o jo of two nuclei is a nucleus iff it is idempotent, in which case
J1072 = j1Vj2 in the frame of nuclei. It follows that for < z, o(2) oc(x) is a
nucleus and is the join o(z) V ¢(x) in the frame of nuclei. (Nuclei of this form
are exactly those that correspond to locally closed sublocales of M, cf. e.g.
[7].) Applying this to the case where z = u — z, we conclude in particular
that

o(u — z)Vc(x))(0) = (o(u = x) oc(x))(0) =

=o(u—z)(zV0)=ou—z)(r)=(u—2zx)— .

Therefore

/\(u =) > = /\(o(u — ) Ve(x))(0) (5)

T x

(meets of nuclei being computed pointwise). On the other hand, Proposition
1 applied to the nucleus o(u) gives

closurex (o(u)) = \/ c(u — z) A o()

T

13



(a non-pointwise sup of nuclei), so

—closurex (o(u)) = N\ o(u — z) V c(z),

and hence, by (5), we conclude that

—closurex (o(u))(0) = A\(u — z) — =

T

By the Lemma, the left hand side here is the interior of the X-closure of
o(u), proving the Theorem.

References

1]

2]

M. Bunge and J. Funk, Constructive Theory of the Lower Power Locale,
Math. Struct. in Comp. Science 6 (1996), 69-83.

M. Bunge and J. Funk, Spreads and the symmetric topos II, McGill
Report 96-04 1996

M. Jibladze and P.T. Johnstone, The frame of fibrewise closed nuclei,
Cahiers Top. Géom. Diff. Catégoriques 32 (1991), 99-112.

P.T. Johnstone, Stone Spaces, Cambridge University Press 1982

P.T. Johnstone, A constructive ’closed subgroup theorem’ for localic
groups and groupoids, Cahiers Top. Géom. Diff. Catégoriques 30 (1989),
3-23.

A. Joyal and M. Tierney, An extension of the Galois theory of
Grothendieck, Memoirs A.M.S. 309 (1984)

A. Kock and T. Plewe, Glueing analysis for complemented subtoposes,
Theory and Appl. of Categories Vol. 2 No. 9 (1996).

A. Kock and G.E. Reyes, Relatively Boolean and de Morgan Toposes
and Locales, Cahiers Top. Géom. Diff. Catégoriques 35 (1994), 249-261.

F.W. Lawvere, Measures on Toposes, Lectures given at the Workshop
on Category Theoretic Methods in Geometry, Aarhus University 1983
(unpublished).

14



[10] F.W. Lawvere, Categories of space and quantity. In J. Echeverria, A.
Ibarra, and T. Mormann (eds.). The Space of Mathematics. Berlin: de
Gruyter 1992

Aarhus Universitet and Université de Montréal, December 1997

15



Recent BRICS Report Series Publications

RS-97-33 Anders Kock and Gonzalo E. ReyesA Note on Frame Distri-
butions December 1997. 15 pp.

RS-97-32 Thore Husfeldt and Theis Rauhe.Hardness Results for Dy-
namic Problems by Extensions of Fredman and Saks’ Chrono-
gram Method November 1997. i+13 pp.

RS-97-31 Klaus Havelund, Arne Skou, Kim G. Larsen, and Kristian
Lund. Formal Modeling and Analysis of an Audio/Video Proto-
col: An Industrial Case Study UsingJPPAAL. November 1997.
23 pp. To appear inThe 18th IEEE Real-Time Systems Sympo-
sium, RTSS '97 Proceedings

RS-97-30 Ulrich Kohlenbach.Proof Theory and Computational Analysis
November 1997. 38 pp.

RS-97-29 Luca Aceto, Augusto Burguo, and Kim G. Larsen. Model
Checking via Reachability Testing for Timed Automat&lovem-
ber 1997. 29 pp.

RS-97-28 Ronald Cramer, lvan B. Dam@rd, and Ueli Maurer. Span Pro-
grams and General Secure Multi-Party ComputatioNovember
1997. 27 pp.

RS-97-27 Ronald Cramer and Ivan B. Dam@rd. Zero-Knowledge Proofs
for Finite Field Arithmetic or: Can Zero-Knowledge be for Free?
November 1997. 33 pp.

RS-97-26 Luca Aceto and Anna In@lfsdottir. A Characterization of Fini-
tary Bisimulation. October 1997. 9 pp. To appear innforma-
tion Processing Letters

RS-97-25 David A. Mix Barrington, Chi-Jen Lu, Peter Bro Miltersen,
and Sven Skyum. Searching Constant Width Mazes Captures
the AC° Hierarchy. September 1997. 20 pp. To appear in
STACS '98: 15th Annual Symposium on Theoretical Aspects of
Computer Science ProceedingsNCS, 1998.

RS-97-24 Sgren B. LasserRelational Reasoning about ContextSeptem-
ber 1997. 45 pp. To appear as a chapter in the booigher Or-
der Operational Techniques in Semanticeds. Andrew D. Gor-
don and Andrew M. Pitts, Cambridge University Press.



