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FURTHER WORK ON COMPUTER TESTING OF A GENERATIVE
PHONOLOGY OF- DANISH

Hans Basbgll and Kjeld Kristensenl

124k Intraduction

The purpose of the project to be reported here (called
"DANFON") is that of a computational testing of a generative
phonology of Danish (which, in its main lines, was already worked
out by one of the authors, HB, before the project started). The
ultimate purpose is that of improving the generative description
of Danish phonology which is being tested, and also that of ex-
panding the coverage of this phonology (see further section 5
below). The reader is referred to Basbgll and Kristensen 1974
for an account of the general structure of program and organiza-
tion of data. Only points which were unmentioned in the previous
report, or which have been changed since this report, will be

included in the following (very preliminary) survey.

2. Some phonological aspecté of the project

A string in abstract phonological representation is the
input, and the program then changes it to an output (or several
outputs) in phonetic (IPA) notation, by successive application
of the phonological rules contained within the "grammar". The
grammar makes use of three sets of background data, viz. UNIT-

MATRIX(whose'two dimensions consist of the distinctive features

1) Kjeld Kristensen is an engineer and cand. phil. in Danish.

He teaches at the Institute of Scandinavian studies (Univer-
sity of Copenhagen). - We are indebted to Peter Holtse for valuab-
le discussions, and to Jgrgen Rischel for stylistic suggestions.
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and the inventory of units, i.e. phonetic segments and boundaries,
see sections 2 - 2.1 below), RULEMATRIX (whose two dimensions
consist of the distinctive features and the (incompletely speci-
fied) units defining the structural description and change of
each phonological rule), and RULEINDEX (which gives general infor-
mation on each phonological rule concerning optionality, sensi-
tivity to syllable boundaries, and the location of the rule in
RULEMATRIX). See section 3.2 below for.the description of a RUN,
and, for further details, Basbgll and Kristensen 1974.

The phonetic notation used for the output forms must be
narrow, since we want to be able to distinguish between all

stylistically relevant phonetic differences (due to our interest

in the possible hierarchy of optional rules). We therefore operate
with 89 distinct phonetic segments ("sound symbols"), for the
moment. These are listed below (in IPA-notation; for practical
reasonsl we are forced to use wrong symbols in some cases which
will be indicated directly below). The first sixteen symbols
(viz. those denoting full vowels) occur bbth as long and short
vowels, and both with and without st¢gd (see section 2.3 below) ;
the number of non-composite IPA-symbols below therefore reduces
to 89 - 3x16 = 41, The grammar operates with two further units,
viz. the syllable boundary ($ on the line printer, ' on the IPA
ball-head) and a grammatical boundary (# -on the line printer,

/ on the IPA ball-head), see further section 2.1 below. Notice
that all these phonetic segments and boundaries. are used on most
levels of the derivation: many of them occur as abstract phono-
logical segments, and all of them aé phonetic segments (and as

intermediate segments).

l) Partly because the correct symbols are not found on the IPA
ball-head, partly because certain characters on the papertape
typewriter are prohibited in normal use (for computational reasons).
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Phonetic segments:

(1) 16 full vowels:
i e € & @ Q

(e.g. in bil 'car', lidt 'little, adv.', f2 'fool',
hane 'cock', varm 'hot' [bi+?!, led, fe+?, ha*ns, va-2m])

y @ ® ® (for =, i.e. a low rounded front vowel)

(e.g. in dyst 'fight', lgb 'run', hgne 'hen', grgn
'green' [dysd, 1¢+?b, he+ns, g n?])

u o o o.(for o)

(e.g. in mus 'mouse', kone 'wife', blad 'blue', §£ 'year'
[mu+?s, ko'ne, blo+*?, p:21])

a ¥ (for o, i.e. a vowel intermediate between a and a) A

(e.g. in land 'country', lam 'lamb', h&nd 'hand'
[1an?, 1xm?, han?])

(:2.) 3 weak vowels:

Ll 42 2

(e.g. in dydig 'virtuous', madding 'bait', hoppe 'hop'
[dy+d., madin, habal)

1) The symbol . denotes a "weak i" (derived from /eo/ by vowel

raising before velars) which is found in the derivative ending
-ig. If this sound is phonetically identical with a normal [i],
a late tensing rule: v —> i may be included in the grammar (cf.
the following footnote). :

2) The symbol + denotes a "weak e" (derived from . by vowel

lowering before nasals) which is found in the derivative
‘ending -ing. If this sound is phonetically identical with a
normal [e], a late tensing rule: i —> e may be included in the
grammar (cf. the preceding footnote).
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(3) 3 non-syllabic components of diphthongs:
J w J

(e.g. in jeg 'I', tov 'rope', bar 'berry'
[J“Jl 't'DW, bo"ﬁ'-«']l

(4) 13 obstruents:

P t k

(e.g. in pad 'on', te 'tea', kom 'came'

po+*?, te+?, kam?])

S BN RS

(e.g. in fa 'get', si 'saw', sjal 'soul', hund 'dog'
[fo+?, so+?, [e*?1, hun?])

b d g

(e.g. in ben 'bone', dyr 'animal', g& 'walk'

[be+?n, dy-24, go*2])

v ] R (for g)

(e.g. in vild 'wild', ra 'raw', kors 'cross'
Lvl 12 woT5 kngsl])

1) We have chosen to operate with a separate symbol for the unvoiced
8 in the sequences rp, rt, rk, xf, rs (as a phonetic notation,
this applies only in very conservative standards, of course).
The p01nt is that these sequences generally do not have "stgd-
basis" in conservative standards (this state of affairs is now in
the process of change); compare the fact that words like kors
[kp*s] in modern pronunciation violate the general restriction
that monosyllables with a long vowel have stgd. Notice, however,
that we use the normal r—symbol, viz. B, in the phonetic notation
of words like pris 'price' [pyi-:?s] which phonetically have un-
voiced B, just as we use the normal (v01ced) symbols E1 v ], ete.
also after [p t k f s] in words like pjat 'nonsense', klo 'claw',
tvars 'across' [pjad, klo*?, tvaygs/tveds]. This is beGanse Wb Con~
sider (in agreement with Peter Holtse) the devoicing after "aspi-
rates" to be a purely phonetic process, the aspiration phase being
concurrent with the articulation of the following consonant.
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(5) 6 non-syllabic sonorants:

| m n n

(e.g. in lys 'light', mus 'mouse', nd 'reach', lang
"long' [ly+?s, mu+?s, no+?, | ®Xn?])

8

(e.g. in fed 'fat', fag 'profession'
[fe 28, fa-2y])

2.1 Distinctive features

The 89 phonetic segments listed above, together with the
two boundaries (and the blank), are cross-classified by 18 di-
stinctive features which will be mentioned below. The choice of
features as well as the feature analysis of the segments must be
considered very preliminary. In particular, we may want to change
this part of the grammar as a result of the attempted coordina-
tion with Peter Holtse's project in progress of synthesis by rule
of Standard Danish. Reference to the voluminous literature on
distinctive features will generally be omitted here.

The 18 distinctive featurés are the following:

Unit: All segments and boundaries are [+unit];
a blank (in the output from a deletion rule) is [-unit], see
Basbgll and Kristensen 1974, p. 220,

Segment: Boundaries are [ -segment], all other units

are [ +segment].

" Grammatical boundary: The drammatical boundary (# or /)

is [+grammatical boundary], the syllable boundary ($ or ") is
[-grammatical boundary]. All segments are unspecified for this
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feature, viz. [0 grammatical boundary].l

Syllabic: Full and weak vowels are [+syllabic], while ob-
struents, consonantal sonorants and [j w 4 8 y] are [-syllabic].
Our general treatment of "syllabicity" is explained in section
2.2 below. :

Sonorant: [sonorant] is defined as an acoustic/auditory
concept, in agreement with Ladefoged 1971. [p t k f s [ h b d
g v 6 ] are [-sonorant], i.e. obstruents, all other segments
being [+sonorant]. ;

Constriction: [constriction] is a ternary feature indi-

cating the maximal constriction in the primary speech channel.
Nasals and oral stops are [ 3 constr] (the same applies to trills,
taps, etc.). Fricatives are [2 constr], and vocoids, [|] and
[h] are [1 constr]. Our use of this ternary feature corresponds

to Ladefoged's distinction between stops (i.e. [3 constriction]),

1) At the moment, we consider the possibility of changing the
grammar so that it can operate with the notion of rank of
boundaries (and, hence, rank of rules) as suggested by McCawley,
see Basbgll's paper on grammatical boundaries in this volume, par-
ticularly pp. 1lll1. £ and 119 ££f. According to this proposal the
binary feature [grammatical boundary] should be replaced by a
multivalued feature [boundary], possibly so that $ (or ") is
[1 boundary], the intra-word (strong) grammatical boundary (iden-
tical with the (weak) inter-word boundary) # (or /) is [2 bound-
ary], the (strong) inter-word boundary # # (or //) is [3 bound-
ary], and the "sentence boundary" (loosely speaking), viz. # # #
(or ///) is [4 boundary]. Our notion of $-sensitive versus $-in-
sensitive rules could thus be generalized in such a way that each
rule gets its rank specified as [l bound], [2 bound], etc., by
means of an index (1,2,3, or 4) in RULEINDEX, which replaces the
present binary distinction of $-sensitive and $-insensitive rules.
In the case of a rule of rank 3, boundaries of ranks 1 and 2 (but
not boundaries of ranks 3 and 4) should thus be ignored when the
compatibility of an input string with the structural description
of this rule is examined. From a phonological point of view, this
proposed change in our treatment of boundaries seems very attrac-
tive. (The fact that zero is compatible with all numbers in our
treatment of rule application makes it necessary to keep the di-
stinctive feature [ segment], also when the change propesed in this
note is carried out.)
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fricatives (i.e. [2 constriction]), and approximants (i.e. [1
constriction]); Ladefoged, however, uses the binary features
[stop] and [ fricative] which permit him to characterize the af-
fricates as [+stop, +fric] (thus in this case ignoring the time
dimension). One of the major justifications of the ternary
feature [constriction] is that [h] can then be given a reasonable
definition, viz. as a voiceless (i.e. [-gl constr]) sound which
{8171 constr].l It should be noticed that this use of [constric-
tion] permits the inclusion of [l constr] in the hierarchy of
features accounting for the maximal syllabic structure (see Bas-
bgll 1974), at the place between [-consonantal] and [ +sonorant],
presupposing that [h] is disregarded at the establishment of the

hierarchy.2

1) The ternary feature [constriction] replaces the traditional
feature [continuant], [~continuant] being equivalent with
[3 constriction]. The distinction between [2 constr] and [1
constr] recalls the distinction between obstruents and sonorants
([2 constr] sounds always being [ -sonorant], whereas [l constr]
sounds are normally [+sonorant]), with the important reservation
that [h] is [1 constriction] and voiceless, and thus an obstruent,
at the same time.

2) [h] is the only Danish segment which is completely non-combin-

able with any non-syllabic segment, and it thus dpes not enter
into any ordering relations among consonants. This particular
status of [h] is codified in the phonological works of Uldall
(1936) and Martinet (1937) who consider [h] a prosody (Martinet
treats [h] as a breathy attack of (stressed) vowels, which enters
the correlation of aspiration: /p, t, k, h/ ¢ /b, &, g, zero/).

The main weakness of our use of the ternary feature [constric-
tion] is that the class of "voiced continuants" cannot be defined
as a natural class in the technical sense. This class seems rele-
vant in phonotactics, since the segments which may occur in the
vowel-adjacent position in a word-initial three-consonant cluster
are [J | 8 v] (notice that [j] is a non-consonantal sonorant, [|]
a consonantal sonorant, and [ 8 v] voiced obstruents). One possible
solution is to define this class in terms of two very natural
classes, viz. the class of non-syllabic voiced segments minus the
class of [3 constriction] (i.e. non-continuant) segments. This is
not quite satisfactory, of course.
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Lateral: [1] is the only sound which is [+lateral].

Consonantal: [consonantal] is here used as a cover feature

(in the sense of Ladefoged), i.e. as a feature which is defined
exclusively by means of independently established features.

[ -consonantal] is defined by the equivalence: [ -consonantal] =

[ +sonorant, 1 constriction, -lateral], and, consequently, the
-class of all [+consonantal] sounds is the union of the (non-over-
lapping) classes of obstruents (i.e. [-sonorant]; as mentioned
above, all [2 constr] sounds are obstruents), laterals, and non-
continuant sonorants (viz. [+sonorant, 3 constr]), i.e. (mainly)
nasals. For further details, see Basbgll's paper on diphthongs
in this volume, p. 49 ff (as mentioned above, [+continuant] and

[1 constriction] are equivalent in the formula).

Glottal constriction: [p t k f s [ h ] are [-gl constr],
all other segments are [+gl constr]. Notice that [b d g], which

phonetically are voiceless (in the traditional sense, i.e. the
vocal cords do not vibrate) and distinguished from [p t k] by
means of aspiration, are [+gl constr], which agrees well with the
results of Frgkjer-Jensen, Ludvigsen and Rischel 1971, as well as
with several phonological patterns (in most cases, [gl conétr]

is identical to the traditional feature [voiced]).

Labial activity: Rounded vowels, incldding the weakly
rounded [A], are [+lab ac]. The same applies to consonants with

labial (primary or secondary) articulation, i.e. [w, p, f, b, v, m].
All other phonetic segments are [-lab ac], except [j 4 h] which

are unspecified for this feature.

Apical: [t s d | n 8] are the only sounds which are

[ +apicall.

Back: The normal vowel space is here analyzed by means of

two dimensions: [back] and [distance] (measured from the maximal-

ly constricted pharyngeal vowel, see below), in addition to
[labial activity], as mentioned above (see fig. 1). A vowel is




[ -back ]

2?3

[ +back]

e}

- O

o]

Figure 1

O Y I5 aist]

[4 dist]

[3 dist]

[2 dist]

[1 dist]

Schematic drawing showing the relationships
between the vowels in terms of the features

[back] and [distance] (see section 2.1).
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[-back] if it is situated on the "left and bottom side" of
Jones' Cardinal vowel diagram, i.e. between the highest and most
front palatal vowel [ 1] and the lowest and most back pharyngeal
vowel [a], and [+back] if it is situated between the highest
velar vowel [u] and [n].l Although the distinction [ -back]:
[+back] in the pharyngeal vowels in a sense is'neutralized, théy
are here classified as [+back]. Consonants which are palatal or
whose place of articulation is in front of the palatal region
are [-back], and consonants which are velar or whose place of
articulation is behind (and/or below) the velar region are [+back].

[h] is unspecified for this feature.2

Stgd: The vowels of syllables which have st¢d are defined
as [+stgd], all other segments (including postvocalic sonorants
in syllables with st@¢d) are defined as [-stgd], see further sec-
tion 2.3 below.

1) In languages with one or more mid vowels, situated on the line

between the maximally constricted pharyngeal vowel and a high
mid vowel intermediate between i/y and u, the feature [back] must
be ternary. While the analysis of the vowel space by means of
the features [back] and [distance] (in addition to [lab ac]) may
tentatively be considered universal, the number of steps in each
of these dimensions is thus language-specific (within certain uni-
versally determined limits, of course).

2) The features [lab ac], [apic] and [back] together seem to cover
the traditional dimension "place of articulation". We have,
in fact, considered the possibility of operating with a multi-
valued feature [articulation place] instead, with the coefficients
1 (= labial), 2 (= dental), 3 (= palatal), 4 (= velar), and 5
(= pharyngeal). However, we should still need an independent
feature for rounding (cf. the labio-velar glide [w], derived from
labi(odent)al [v]). Furthermore, pharyngeal vowels like [a p]
sometimes go with the velar vowels (cf. the continuous transition
from "maximally velar" to "maximally pharyngeal" vowels), thus
constituting a natural class which is unstatable unless one oper-
ates with back vowels. The issue is far from settled, however.
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Distance: [dist] is a multivalued feature denoting di-
stance from the most constricted pharyngeal vowel. As already
mentioned, this feature together with the feature [back] defines
two vowel dimensions (see fig. l1l); each dimension is partitioned
into five steps (i.e. [dist] is a pentavalent feature): [a » « ]
are [1 dist], [# & a A] are [2 dist], [e e o] are [3 dist],

[e » o] are [4 dist], and [ y u] are [5 dist]. [4 v g] are

[1 dist], and all other consonants are [5 dist], except [h] which
is unspecified for this feature. Our use of the feature [dist]
recalls the traditional use of [height] (these features being
"inverse proportional", of course). However, [height] is nor-
mally considered a "vertical" dimension, which is "perpendicular"
on the dimension front-back, with the detrimental consequence
that the distinction [a]:[a] is, traditionally, seen purely as
one of front:back and not of height. That it is justified to
consider e.g. the vowels [i e ¢ @ o] to "lie on the same line",
not only physiologically and perceptually, but also phonological-~
ly, is shown by the principles of r-colouring which consists of,
roughly speaking, decrease by one step in the dimension of [dis-

tance].

Aobligatoryshort: The use of the feature [aoblsh] is a
"trick", as the name suggests. It is used as the only distinc~
tion between the vowels [a « ], which are [+aoblsh], and [ al,
which are identical to [a «], respectively, with the exception
that [2 a] are [~aoblsh]. All other segments are unspecified
for this feature. The name is due to the fact that [a « ] only
occur as short vowels (when the results of combined e-assimila-
tion and merger of /VV/ and /V:/ are disregarded, as in da en...
[daen/daen/daan/da~n]).l

1) It may be easier to quantify the output of our grammar (e.g.

by turning it into a suitable input to Peter Holtse's speech
synthesis) if [aoblsh] is substituted e.g. by a feature '"rela-
tively distant", distinguishing [@ «] (as [+rel dist]) from [a o]
(as [-rel dist]). This change would not affect the rest of our
grammar. We have chosen to operate with the feature [aoblsh] since
it uses the only obvious phonological difference between the "a-
vowels". Phonetically, however, [aoblsh] is even more arbitrary
than [rel dist] (which amounts to saying that the least distant
unrounded vowels need to be further subdivided with respect to
something like distance).
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Tense: The feature [tense] distinguishes between full
vowels, which are [+tense],and [t i o], which are [-tense] (the
tense counterparts of [v i o] are [1 e £€]). All consonants are
considered unspecified for this feature.

Grave: [grave] is defined as an acoustic/auditory feature.

For the inventory of segments used here, [grave] may be pre-

" dicted from independent features: all segments which are [+back],

as well as all labial consonants, are [+grave]; consequently,
all front vowels, as well as all consonants which are neither

back nor labial, are [-grave]. ([h] is unspecified for this
feature.)
Long: Vowels may be [+long] or [-long], whereas all con-

sonants are considered [-long].

2.2" Syllabhicity

As mentioned in the previous section, the full vowels and
[e, v, #] are [+syllabic], whereas all phonetic consonants as
well as [j w 4 8 y] are [—syllabic]. How do we then handle the
"schwa-assimilation rules" which create so-called "syllabic  con-
sonants", e.g. in handel 'trade' [han?s!] (distinct pronuncia-
tion), which is most often pronounced without the vowel [o], but
nevertheless remains a bisyllabic word?

- Our grammar contains an optional schwa-deletion rule which
changes e.g. [Yhan?Ys!1"] into [ "han?"1"]. Since [I] is the only
segment of the second syllable (which is delineated by the two
syllable boundaries "), it must be "syllabic", i.e. constitute
the peak of this (weak) syllable. This treatment of syllabicity
is prosodic.

When [a] is deleted in a word like kommer 'comes'
[Ykam2¥o4"], the result is [“kam?¥."], i.e. [4] is the peak of
the second syllable. This analysis agrees well with the large
variability of the syllabic [Y."], which may cover the whole

range of (unstressed) [A/v].
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In a case like kasse 'box' [ Ykas's"], deletion of [o]
yields the result [ "kas“'] which suggests a bisyllabic word.
(where the two-peak-syllabicity may be manifested by length of
[s] and by a special intonation). In many cases, at least,
where an obstruent should carry the second peak, the bisyllabic
word may be reduced to a monosyllable. We may thus operate with
an optional rule which deletes a syllable boundary in cases where
there is no sonorant adjacent to the deleted schwa.l

The syllabic structure thus established (in the notation)
by means of the syllable boundaries, together with information
on stress (which is not yet available in our grammar), can then
be used for the guantification of-Fo, intensity and duration

which is necessary in the speech synthesis project.

2.3 The stgd

We consider the stgd to be a prosodic entity, character-
izing a syllable with a full vowel as its peak, and indicated
as a distinctive feature ([+stgd]) of the syllabic peak. Thus
only full vowels (which are always [+syllabic, -consonantal,
+tense]) can have stgd.

It is a consequence of this prosodic treatment of stgd
that an early stgd-rule like "the root-syllable of a prefixed
verb gets stpd" will assign stgd to the shorf full vowel of words
like bekomme 'get', forkaste 'reject', although phonetically
there is stgd on [m] in the former word and no real stgd at all
in the latter (see below). It is another consequence of our
stgd-treatment that the optional vowel shortening rule before

1) This formulation, which is meant as a very first approxima-
tion, is chosen because it permits syllable reduction regard-
less of the precise location of the boundary between the syllab-
- le from which schwa is deleted, and the preceding syllable.
The rule might, for example, delete the former of the two syl-
lable boundaries in the following sequences: ‘[-son]”, “[-son]
[-son]’, and [-son]“Y (as general, the rule should not apply
across the grammatical boundary /).




278

glides need not pay any attention to the location of the stgd
in a word like ud 'out' [u+?8, ud?], since the stgd will still
be a distinctive feature of the vowel also after it has been
shortened. | ;

In UNITMATRIX the 16 qualitatively different full vowels
occur four times each, viz. as [...., -stgd, -long],
[...., +st¢d, -long]l, [...., -stgd, +long], and as [...., +sted,
+long] (the order of the 16 vowels is identical in the four
groups, each of which may be said to represent a "syllable type").
In the input to the grammar the four syllable types are repre-
sented as XVY, XV?Y, XV+*Y, and XV-*?Y, respectively (unless stgd
and/or quantity are assigned by rule), where V is a vowel and X
and Y arbitrary sequences (including null) of units belonging to
the same syllable (including its boundaries).

In the printout, the four syllable types are represented
as XVY, XVZ(?)Y (see below), XV:Y, and XV*?Y, respectively. The
second type is treated in different ways, according to the unit
Z which occurs immediately after the short stgd-vowel: if Z is a
sonorant or a voiced continuant obstruent, the printout is
XVZ?Y; if 2 is a voiceless obstruent, or a voiced oral stop, or
a boundary, the printout is XVZY, i.e. the stg¢d sign ? is omitted,
Thus, in cases like lyst, neuter 'clear (adj.)',.or nxhed-'news'
[lysd, nyhe+28], stpd will be dropped in the printout as a con-
sequence of the vowel shortening (of /y-+/).

The procedure suggested here, viz. that st¢d is a character-
istic of a syllable with a full vowel, and that it is considered
a distinctive feature of the syllabic peak throughout the deriva-

tion (but not in the printout), permits the later gquantification

of For intensity and duration to distinguish between e.g. flasket
as a noun in definite form and as an adjective, a distinction
which is found in certain varieties of Standard Danish.
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3. Some computational aspects of the project

3.1 Conversion into IPA-notation

As shown in fig. 1 in Basbg¢ll/Kristensen 1974 (p. 218), the
overall system was planned to include a subroutine which was to
translate the input form in IPA-notation into a string of inte-
gers, and another subroutine which was to translate output from
strings of integers into forms in IPA-notation. The purpose was
to obtain an easy check of the correctness of the input and read-
ability of the output, while internal integer representation of
the phonological forms is desirable from a computational point of
view. Now, the input form is nothing but a single string, the
inventory of units occurring in input forms is only a fraction
of all phonetic units, and, furthermore, the corresponding print-
out includes the input form. The translation can thus be done
manually, as far as the input side is concerned (most symbols can
be translated directly without recourse to a conversion table,
because of the attempted similarity between the IPA-notation of
a given input and its representation of characters as an input
into the computer). The correspondence between the two character
systems: IPA and the keyboard of the data terminal, is secured
by a table-specified character conversion on the output side.
This character conversion is accomplished in the punching of the
output file. The resulting papertape is transferred to printout
in IPA-notation by means of a papertape typewriﬁer equipped with
an IPA ball-head. (It should be remembered that the MAIN PROGRAM
itself contains subroutines which translate the keyboard repre-
sentation of a string into integer representation and back again.)

3.2 Description of a RUN

The rule testing program is run via a UNISCOPE 100 demand
terminal. Using the ED processor, one may update RULEINDEX and
RULEMATRIX and insert one or more input strings into a temporary
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file (the manual transformation from input in IPA~notation to

the keyboard of the scope is quite simple, cf. above). The MAIN
PROGRAM is stored in a permanent file in its symbolic form and

in its absolute form. The program works on four types of data;

1) UNITMATRIX which is stored in the permanent file; 2) RULE-
INDEX and RULEMATRIX which, too, are stored in the permanent file;
3) rulelimits (see secion 3.4 below) are normally put in direct-
ly via the keyboard; 4) the input string(s) which may be stored
in a temporary or permanent filel or put in directly.

Each RUN has two output files: 1) a file with printout con-
sisting of RULEINDEX and RULEMATRIX which may be led to é line
printer; 2) a punch tape file containing the input and output
strings to and from the rules of the grammar, together with the
designations H and Ez. A printout- of UNITMATRIX can be obtained

1) At the moment, the data used for the phonotactic surveys of
Jespersen 1926 and Vestergaard 1968 is stored in some file

elements, which is expedient from the point of view of testing

of rules (e.g. syllabification rules). We plan to store much more
material of this kind. It is, for example, our intention to cover
systematically all different /rV/-sequences as well as all dif-
ferent /VC/-sequences in which /V/ can be part of the relevant
context for structural changes in /C/, and conversely.

2) In Basbgll/Kristensen 1974 (p. 225) we proposed to use the

~  designations A (meaning "the obligatory rule was applied non-
vacuously"), V (meaning "the rule was applied 'vacuously"), and 0
(meaning "application-of the rule was tried, but its structural
description was not satisfied"), in addition to L (meaning "the
optional rule was applied non-vacuously") and H (meaning "non-
application of an optional rule, the application of which would
give rise to an L-form"). Since we no longer consider the infor-
mation offered by the designations O and V phonologically impor-
tant, we have omitted O and V. Furthermore, the information re-
presented by an A is completely redundant in the printout singe
the rules which have been non-vacuously applied are listed, and
if such a rule has no L-designation the rule must be obligatory,
i.e. A. The only designations kept in the printout are, there-
fore, H and L (or, with the characters of the IPA ball-head, h
and |), which saves considerable punching time and paper space,
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after insertion of a couple of WRITE~-statements into the MAIN
PROGRAM. This seems inelegant, but updating of UNITMATRIX is
rather rare.

The bipartition of the output from the data processing
(cf. 1) and 2) above) is desirable because RULEINDEX and RULE-
MATRIX mainly consist of integers which the IPA ball-head does
not contain, while the writing chain of the line printer does
not contain the IPA-symbols. (Later on when updating of RULE-
INDEX and RULEMATRIX will not be necessary any more, the WRITE~
statements causing these to be printed out can be omitted, and

the system will be simpler.)

3.3 Optional rules

In Basbg¢gll/Kristensen 1974, p. 223-224, it was described
how the MAIN PROGRAM was to handle the facultativity which is
implicated by the optional rules of the grammar: If the grammar
contains n optional rules, each input form was to follow ot
different paths of derivation. This method has now proved to be
clearly uneconomic, for most often only a few of the optional.
rules are relevant to a given input string (as we realized, in
fact, on p. 224!). 1In a test of a subcomponent of the grammar
containing about 10 optional rules, the RUNtimes were found to be
excessively long. A new structure of the MAIN PROGRAM was pain-
fully necessary. Now a minimum of different paths of derivation
are followed. First of all, the input string is taken through
the grammar. Hereby the program tries to apply all the rules of
the grammar, optional or not, to the output form from the pre-
ceding rule (or, in case, the input form to the grammar). Every
time the input string satisfies the structural description of an
optional rule and this input string is changed by the application
of the rule (i.e. the application is non-vacuous), a node is
established. When all the rules have been run through, and the
output forms and the designations H and L have been-.transferred to
the output file, the last established node is taken from the node
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list together with the number of the (optional) rule where the
node was established. From this point of the grammar all L paths
with respect to this rule have already been followed. The H
paths with respect to this rule have the same derivational history
as the L paths before the optional rule in question, and the
different variables still contain the relevant output forms and
designations. Now the program deletes the node in question and
goes on to the next rule (without trying to apply the optional
rule whose node has just been deleted), application of the re-
maining rules is tried, and maybé new nodes are established.

This procedure is continued until the node list is empty. The
method is economic because every time a new node is handled, the
computer processes data already in existence, placing a new layer
of data over data already written out. The gain from this re-
vision of the MAIN PROGRAM is really considerable.

3.4 Rule limits

As hinted at in section 3.2, it is now possible for us to
test arbitrary parts of the grammar. This is desirable from an
economic point of view, because the RUNtime will be shortened
(in particular when only obligatory rules are tested), and also
because a lot of information which is irrelevant for the problem
at hand can be avoided. The part of the grammar to be tested is
selected by deciding the limits in terms of rule numbers for the
block or blocks of rules which one wants to have included in the
desired grammar. The limits ordered in sets of pairs of (rule)
numbers are input to the data processing, as mentioned in section
3.2. Moreover, such sets of rule limits corresponding to dif~-
ferent parts of the grammar (e.g. those rule limits defining the
set of all obligatory rules, giving rise to the most distinct and
conservative output form of each input form) may be stored in a

permanent file and added as input in a single command.




input ///7indspud?jt//7/
i
output fsa vegel ns

i /7% /indspusg]?2t///

v //%/indspsgj?2t¥///

x 1% //%/ind spugj2t¥///

xxvii //%/end spsadj?2t///

XX 1 X /7% /end spus 2t ///

XXX 1 //%/en spvgj2t¥///

XXXV //%/en"spuaj?t///

[ /7 /en"sbuaj?2t¥/// , Figure 2

input ///stegning/// .
i Derivations of the words ind-

output fsa segel nu : sprgijt, stegning, tyngde, rad-
il //"/steaning/// som, and fangehul. Only obli-
v //%/stegning”/// gatory rules are applied, and
xiv //%/stea“nina”/// each word has, therefore, only
xx 11 //"/steg ning*/// one version (see section 4).
xxv il //%/stea’neng“///

XX 1% /1" /stey neny”///

XXX //%/stey ' nen"///

XXX 1V //%/staj nen"///

Ixi //%/sdaj nen"///

input ///ty?ngda///
i
output fso vegel ny

P //%/tyn?ada///

v /7% /tyn?ada”///
XV //Y/tyn?ag%da"///
xxii /7% /tyn?2g9¥da¥///
xxv il //Y/tén2g%da"///
xX | X /17 /tén2y da"///
xxX 11 [/%/tdn?"da"///

input ///vedsaitm///
i

output fsa vegel ny
i //"/vedsom?///
v //°/vedsom?”///
xiv //¥/ved som?"///
XX 1 X /7Y /6ed"som?V///
XXX 1 X /71" /vad som?¥///
x1iv /7" /623 sam?"///
tnput ///ftangeshol///
i
output fua vegel nH
Mi //%/fangahol///
v //%/fangohol“///
viii //Y/fanga hol¥///
P x /1% /fzang s hol ¥ ///
xx 11 //%/feng e hol¥///
XX 1 X /! /fany e ho!¥///
xxx 11 /7% /fen 2 ho!tv///
xxx il //%/fan s ho!Y///
x|v //¥/fanYa holv///
x1vi [/ /f¥n a2 hotV///
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input ///ksa<?v///

1

i

output fsa segel ns

Pii /7% /ksa2v///

v /1% /kse?v'///
xxXviii /7" /ksa2v///
Iv /1% /kso2w"///
I xxi /7% /kvaw?"///

seagel bem

lv |

Ixxi |

output fwsa vegel ny

P /7" /ksz2v///
v /1% /ksz2v ///
xxXxviil /7Y /ksa2v¥///
v /1Y /ksa2w ///
segel bem

lv |

I xxi h

output fusa segel ny

P /7% /ksa2v///
v /1% kve2v'///
XXXV il /7Y /ksa2v¥///
segel bem

| v h

Figure 3

Derivations of the words krav
and flad. Both optional and
obligatory rules are applied.
Each word has three versions
(see section 4).

input ///fle<2d///

[

output fso seqel ns

P //Y/fla2d///

v TE It vas2d /17
XX 1% /1Y f1228%///
I xxi //°/f1282%7//
Ixxii //7%/¢1a82%///
sege | bem ‘
I xxi |

11t |

output fva svegel no

P //%/f1m-2d///
v /1% /f122d%///
XX | X /1 /@238 ///
I xx i /7Y /¢12082%///
sege | bem

Jenene | |

Es Al h

output fwa segel no

P //°/f1@2d///
v /1 /f1@2d%///
XX i x /1Y) f1228%///
segel bem

I xxi h




%nput

v

output
Bt

v

Xxix

|
Ixvill
segel
]
Ixviili

output
it

v

e I

|

I xxi
segel
|
Ixviii
Ixx1i

output
111

v

XXX

|
sege |
|
Ixvili
Ixxi

output
(R

v

XXX
Ixvill
segel
|
Ixviii

[/ 7ksi?all/

fya Begel nB

/7 /ksi2a///
/1Y /ksi2a%///
/1Y kesl2y" 1]/
/7Y /ksi=2j"///
/1 /kpi27/1/
bem

|

|

fso vegel nB

/7% /ksi=29///
//%/ksi20%///
/1Y /ksi2y"///
IAVACIRN AR AT
/7Y /kei1j?2% /177
bem

|

h

|

fso. segel nB

//Y/ksi29///
/1% /ksi2a%///
/7% /ksi2y*///
/1Y /ksi2%///
bem

|

h

h

fvo segel no

//%/ksi2a///
/7% /ksi=29"///
/7Y ksie2y¥///
AT s TR SF 1 s
bem

h

]
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Figure 4

Derivations of the word kri
and obligatory rules are applied.
has six versions (see section 4).

vi

outnpyt fsa sveqgel ns

Tad-1

v
xx1x
Ixxi
segel
|
Ixviil
Ixx1i

/1% /ksli=2a/l/
/1Y /kui=29%///
AT N2
/1 7ksiy2°11/
bem

h

h

|

output fuso segel ns

|

v
XXX
sege |
|
Ixviii
I xxi

/1% /kei2q///
//¥/ksis2a%///
//'/ku!-?y”///
bem

h

h

h

» Both optional

The word
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woq
La/QL-n/,U3RAS/ [/
\>\mm.:\>ownam\>\\
/. /8L0/ cwnam\>\\
>\mm.:\>»conam\>\\
///. 30, tp,V/. /PLeny Bloadsy //
/11 380, 1P, t/, /PL-ny BUiadsy, //
J/F. 380, Pt/ /pL-ny Buiadsy //
///. 30, \pL/, /PL-n/ Buradsy, //
/[// ¥8+OLPY/, /PLen/ Buradsy //
///¥L-0tpl/, /pLeny/ Buisdsy, //
///¥-0tpt/, /pPL-n/ Buyadsy /sy

FiE. 389,
/77,389,
/77,300, 1P

P.
11 A Esoiip. 1
i
|
!

]
1P

!
!
!
/
/
/
/

(1 37ed) ¢ @anbrg

o e D > > XK KX

-

au |ebes vAaj }ndino

y
I

woq
///7.¥80,lp, V7. /eeny, b3ngsy, //
[/7/7, 380, 1P}/, /9¢sn/,U3RQS/, [/
/177,380, 1P, Y/, /0L-n/, b3rdsy //
/// 30, vp, 1/, /eL-n/ Loadsy, //
/17 38+0, 1P, 1/.79L-n/, hveads/ 7/
///. %0, 1p, b/, /PL-ny Bloadsy, //
/17,380, 1P, Y/, /PpLen/ BUradsy, //
[17,48-0,1P, 1/, /PL-n/, Buradsy //

///.¥0, tP1/,/PLn/ Butadsy //
/17, A¢-0tpY/, /PLen/ Buisdsy, //
///¥-01pl/,/pL-ny, Buradsy, //
///¥,-0tpl/, /Peen/ Burnadsy//y

4
l

I
uoeq

PELX ///.Pé-0, P,V /, /LNy b30qS/, 1/
iobon /17,380, 1P, 1/, /9L-n/,030qS/, //
IX| /17,380, 1P, V), /9L-n/,U3ads), 1/
RS /17,380, 0P, 1/, /6L N/
XX /17,360, 1P, 1/, 7e¢-n/ Kvondsyl 7y
/17, 38-0,1P, V/, /PL-n/, Bboads/, //
/17 380, 4P 1/, /peen/ Bbigdsy //
/17,380, 1P, V/,/PL-n/, Buinadsy, //
///, %80, 1P1/, /PLen/ Buindsy, //
///,¥8-0pY/, /pLen/ Buiadsy //
///3¥L-01pPL/, /PLen/ Butadsy //
///73L-01pY/, /PL-ny/, Burads///

oonam\>\\

XX

X X
X X

o - > e X
X
X

>

>

A
Al
!

.

au [ebsa vsaj jndino

Al |

1 XX | I

FAX | |
PLEEX waq
jobon /// PéeO, P, L/, /en/,0U38qs/,//
XX ] ///,.pL-o,tp, 1/, /LNy, U3RqS/, //
X 1170389, 1P, 1/, /98n/,U38qGS/, [/
PHEEX /77380, 4P, 1/, /QL-n/ U3AdS/ //
P IXXX /17,380, 1P, 1/, /QLn/ Uoadsy/ //
X | XX ///.1L-0 >_\>\mw.:\>»oonam\>\\
1 EAXX /171,380 Al/a/PLen/ Bleadsy //
11XX F1E, 3L+ M/ n/PEen/ BUadsy 7/
11iA /17,30, 1p, 1/, /PLen/ Buradsy /sy
1A /11,38L+9,1P1/, /PL-n/ Buindsy, //
A ///,¥L0L1PY/, /PLen/ Butadsy //
Al //7¥e-01pL/, /PL-n/ Buindsy //
! ///¥,-0tpY/,./PL-n/ Butads///

Au (eboa wvsy 3indino

bt

Aau |obesa vay }ndin

EXX|
LAX]
FELEX
|ebaa
IXX]
tAX]

///3,-01plt//pien/Butadsy///  indu

I
:
I
:
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Iybte sey eoueaojlan oyyg

& UOT309s ©998) SUOTSI9oA

‘porrdde oxe sofnix Axojebr1qo pue

Teuotido yjog 301pT ‘pn buradg soueasian 92Ul JO suoTjzeATIa(
(z 3xed) g 2anbtg
y XX |
I taXg
Y XX Y PLEEX
y FAX | uaq |ebon
Y FELEX £, nm.o v, _\>\mm.=\>oennm\>\\ fAax]
weq |oboen L1/ 30, 1P, 1/, /0L N/ bongs/, // x|
/1], 30, 1P, 1/, /¢L-n/ UoRasy , // A4 IR >_m 1/ /9.0 Uoadsy // L EXXX
LIS 3O 0y 1), /L) bandsy /) §} %X /17.380,1p, 17,7920/ Kvendsy .y XXX
[11.38-0,10,1/,70¢-n/ Kvendsy // X | XX /112 38+0, 1P 1/, /PLen/ BUoRdS /. 1/ L1AXX
/11230, 1Pu 1/ a/PL N/ BbORAS /. /7 §1AXX /11,380, 1Pt/ /PL-n/ BUiadsy // XX
/1123800 Pot//PL-N/ BURdS /. // LEXX /17,380, 1P}/, /PLen/ Butadsy, // LA
/11,380, 1P, 1/, /PL-n/ Bujndsy [/ EELA /17,380,117, /pe-n/ Buiadsy 7/ LA
/17,380, 1P1/ /P2 en/ Butnds/, // tA /17,38-01P 1/ /Peon/ BuIAdsS /. /7 A
[17.,38-01PL/, /PL-n/ Butndsy // A ///3L-01pt/, /pLen/ Butadsy, 7/ Al
///3¥¢-01pt/, /Péen/ Buinds/ // Al ///3¥¢-0LtPY/, /PLen/ Buiadsy//y !
///¥L+0tpL/, /PLen/ Butadsysy/ ! Au |ebana vay }ndino
au jobsa vaj }ndino
LitA t XX
| XX | I FAX|
Y LAX] Yy IREERS
y FrEEX wagq |eben
uaq |obon ///.,PLeO,IP, )/, /¢t0n/ UoRqs), // IXX|
[// 30, 1P, 1/, /L9n/ , Uenqgsy, // fxx] /// PO, v>_\>\mm.=\>eonnm\>\\ 1AX |
/17, pw o P, 1/, /0Ny LeAQsS/ , // £x| \\\>~m.0>_v V/,/QLen/ UoAgsy, // X
/71,380, 1P 1/, /QL-n/ Uondsy // §EXRX [/ 2380, 4P 1/, /040 /, UoRdS), // 1 IXXX
/71,380, P, L/, /QL0/, »conow\ F ¥ XXX \\\»ym.0>_v _\ /9&Ln/, »owncm\ // XXX
/11380, 1P 1/ /PLn/ BUondsy, // I 1AXX ///,38+0, 1P 1/, /PL-n/ BUoads,, // L 1AXX
/1/.¥8-0,1P 1/, /PLen/ , BUIRdS/ // PEXX /17,380, 1P 1/, /PL-n/ BUsdsS/, // LEXX
/// 380, 1P, 1/, /PL-n/ Bulndsy s/ PIEA [/7,380, 1P, /. /PL :\>mc_nam\>\\ LLEA
/17,300, 1D1/ . /PLn/.Butndsy, s/ LA /17,380, 1PV/, /Pen/ Buiadsy // LA
//7.38+01P1/./PLen/ Buinds/.// A /17.38-01P 1/, /P N/ buinds/ . /7 A
///3¥L-01pL/, /PLen/ Buiadsy // Al ///¥e-01pY/, /pLen/, Buindsy, // Al
\\\«w.o_v_\ /pLen/, Buy 1adsy// ! ///3¥L-01pi/, /PLeny/, Buindsy//y !
fau |ebsa vay }jndino au |ebas wvajs }ndino

A




4. Examples of derivations

Before we conclude this report (in section 5) by stating
some areas which our project might be enlargened to cover, we
shall refer the reader to fig.s 2-5 which contain examples of
derivations within the present version of our grammar.

Fig. 2 contains derivations of the words indsprgjt 'inject'
stegning 'roasting‘,l tyngde 'heaviness', radsom 'horrible', and
fangehul 'dungeon'; only the obligatory rules are applied, and
the output should thus be distinct, conservative pronunciations
(but only in cases where alternative pronunciations exist, of
course) .

Fig. 3 contains derivations of the words krav 'demand' and
flad 'flat', where all rules, including the optional ones, are
included in the testing. Each word has three different versions,

Fig. 4 contains derivations of the word krig 'war', all
rules being included in the testing. The two outputs [kui:?]
are both included in the printout since they have different deri-
vational histories (corresponding to the phonological fact that
the final non-syllabic segment may be dropped after high vowels,
both in standards with [y] as a separate segment, and in younger
standards where [y] has been replaced by [j, w]).

Fig. 5 contains the derivations of the utterance spring ud,
idiot! '"jump, (you) idiot!'. There are eight versions of this

utterance, corresponding to the optionality of r-colouring of g,

1) We have used the orthographic form /stegning/ as input, in

agreement with section 5 (ii) below, although the full vowel
/i/ ought, from a purely phonological point of view, to be sub-
stituted by the lax vowel /s/ (see section 2 above). 1In that
case, the derivation of the second syllable would have passed
through the derivational stages neang , nung (by vowel raising
of schwa before velars), and ning (by lowering of high front
vowels before nasals).
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of vowel shortening before 8, and of de-aspiration of an utterance-
final plosive (notice that these phenomena are independent of each
other, in contradistinction to the optional rules applied to krav,

" £lad. in fig. 3).

5. Further work

There are several directions into which we may continue our
project. Three of these will be mentioned below (there are several
others, e.g. concerning an automatic determination of the redun-
dancy of UNITMATRIX, which will not be discussed here).

(1) We try to make the phonetic output of our rules so
specific, detailed, and phonetically realistic that it can be
used as input to Peter Holtse's project of speech synthesis by
rule of Standard Danish. One aspect of this coordination is the

attempt to use a phonetically satisfying distinctive feature ana-
lysis of our units, although it may sometimes seem too redundant
and unelegant from an abstract phonological point of view (ef.
- section 2.1 above). Our cooperation with Peter Holtse is planned
to continue.

(ii) Concerning the more abstract parts of our grammar,
we try to approach the possibility of using orthographic forms
as input to our rule system (as can be seen from the examples

of derivations in fig.s 2-5, our input forms are. at present most-
ly very close to orthographic forms, the main deviation being
that we need, so far, more information than the writing gives

-as to stgd and the distinction of schwa vs. the full vowel /e/
the standard writing provides us with). Our attempt to use

orthographic or near-orthographic forms as input to the greatest
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possible extent,'l is justified for at least two reasons: firstly,
the input will be well-defined and not "open—endéd", cf. the great
difficulties in giving a non-arbitrary characterization of the
systematic phonemic representations in generative phonology; and,
secondly, we may be able to change writing into speech (by in-
cluding the work suggested under (i) above), which opens up wide
perspectives of practical use.

(iii) The third main line of our project is one of using
the grammar we have constructed to investigate the notion of
variable (or optional) rules, e.g. as to their possible inter-
relationship in a hierarchical (or other) structure. Thus the
output forms of our grammar may be spoken by a person on tape
(or, according to (i) above, may be realized by means of speech
synthesis), and then evaluated by a number of informants as to
acceptability, stylistic value, etc. Such an investigation
might shed light on important issues in synchronic grammar, con-
cerning the real nature of speech variation and variable rules.

l) It is very simple to change the input to the grammar into
"quasi-orthographic forms" by means of "rewrite-rules", viz.
rules which double a single consonant between a short vowel and
schwa, omit ?, rewrite ¢, =2, o, o as &, a, e and aa, etc, Such
a quasi-orthographic notation immediately reveals the points where
there is a non-superficial discrepancy between standard writing
and our phonological forms. This might be of use in dealing with
orthographical issues, since one may thereby find cases in which
orthography could be made more regular (there are, of course,
other kinds of information, such as spelling errors, which are
more important in that context).
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